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PREFACE 

Linear polyacene (LPA) analogues and polycyclic aromatic hydrocarbons 

(PAH) are materials having wide application possibilities in the field of 

optoelectronics. LPAs beyond pentacene are highly unstable and incorporation of 

heteroatom in their structural skeleton enhances the stability without much change 

in other properties. Remarkable optical properties like hot luminescence, saturable 

absorption, and broadband applicability render PAHs an ideal photonic and 

optoelectronic material. Theoretical investigations are most beneficial for the 

effective tuning of optoelectronic properties of benzenoid systems and the 

understanding of the phenomenon of aromaticity. The main focus of the thesis 

entitled “DFT Studies on Ground and Excited State Properties of Linear 

Polyacene Analogues and Polycyclic Aromatic Hydrocarbons” is to analyze the 

structure-property relationships of these systems in both ground and excited states 

which are beneficial for the optoelectronic applications using computational 

methods. The thesis is divided into four chapters. 

The introductory Chapter 1 is divided into two parts, A and B. Part A gives an 

introduction about optoelectronic uses of linear polyacene analogues and polycyclic 

aromatic hydrocarbons, the ground and excited states properties that are under the 

focus of this thesis. Particular emphasis is given to the theoretical aspects and 

methods for the understanding of these properties. Computational chemistry is a 

rapidly growing field of chemistry when used in synergy with experimental 

chemistry act as the most powerful tool in the chemical field.  Part B of Chapter 1 

encompasses a brief account of computational chemistry and all the theoretical 

methodologies that are being used in the thesis.  

Chapter 2 deals with the design and study of dihydropyrazine annulated 

linear polyacene systems at M06L/6-311++G(d,p) level density functional theory 

(DFT) using Gaussian 09 suite of programs. The study is conducted for LPA mimics 

containing up to six dihydropyrazine units annulated to benzene (pB1 – pB6), 

naphthalene (pN1 – pN6), anthracene (pA1 – pA6) and tetracene (pT1 – pT6) cores. 

The multidimensional nature of aromaticity of all these systems is quantified and 

analyzed using geometric, magnetic and electronic criteria. In pB1, pN1, pA1 and pT1 

systems, the sum of dehydrogenation energy (∑Edh) values are 23.8, 38.8, 46.3, and 
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50.3 kcal/mol, respectively, showing a strong linear correlation with the ratio of the 

number of π-electrons to number of bonds (nπ) of the respective systems suggesting 

that lone pair donation from nitrogen to the π-system increases with decrease in the 

nπ value and that enhances the overall π-bonding strength and aromaticity of the 

system. The molecular electrostatic potential (MESP) analysis shows that for pB 

series, the N-heterocycles show that the Vmin for the N-lone pair region in the range 

of -25.73 to -34.51 kcal/mol, wherein the innermost N-heterocycle shows the most 

negative character while the outermost one shows the least negative character. 

However, compared to Vmin of dihydrophenazine (-46.25 kcal/mol), the N-lone pairs 

of the heterocycles are significantly less negative. This showed improvements in the 

electron-rich character of the core hydrocarbon units at the expense of the N-lone 

pairs. The absorption spectra of the studied systems show the possibility of tuning 

the λmax values which are an advantage to the optoelectronic industry. From the 

analysis of the absorption spectra of all the systems in pB series, it is clear that the 

λmax varies from 242 nm for pB1 to 464 nm for pB6. The theoretically calculated light 

harvesting efficiency of this designed pN, pA and pT series of systems are very high 

in the range of 0.9, while for pB series the efficiency is not much prominent. The 

excited state properties of the LPA mimics were also conducted including the 

singlet-triplet energy gap, geometries. The tuning of electronic properties is evident 

from these calculations. 

Chapter 3 includes the design and studies on LPA mimics containing multiple 

heterocycles designed by annulating 1,4-dihydro-1,4-azaborinine moieties to 

benzene (aB1 - aB5), naphthalene (aN1 - aN5), anthracene (aA1 - aA5) and tetracene 

(aT1 - aT5) cores. The DFT studies using M06L/6-311++G(d,p) method reveal a 

perfectly planar structure for them, reinforcing the electronic equivalence of CC to 

BN. The dehydrogenation of a heterocycle is highly endothermic in nature with the 

lowest value Edh of 74.2 kcal/mol observed for aB1. The average Edh 81.2 kcal/mol is 

very high meaning that the 1,4-dihydro-1,4-azaborinine based LPA mimics are more 

stable than the dihydropyrazine based systems. The multidimensional criteria for 

aromaticity and MESP features are systematically analyzed for all the systems. For 

aB series, the geometrical aromaticity descriptor harmonic oscillator model of 

aromaticity (HOMA) index is in the range 0.91 - 0.75, the maximum being 0.91 for 

the peripheral hydrocarbon ring of aB1 and the lowest 0.75 for the most interior 
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azaborinine ring of aB5, indicating aromatic character on the hydrocarbon rings as 

HOMA value close to 1 indicates the overall aromatic nature of molecular system. 

The nucleus independent chemical shift (NICS) which is the magnetic criteria of 

aromaticity shows the most negative value of -31.20 for second hydrocarbon ring in 

aT1 and the least negative value -20.21 for the interior rings of aT5. For molecules 

showing the same number of rings, λmax show similar values. For example, aB5 and 

aN3 have 11 rings and their respective λmax are 371 and 370 nm.  Similarly, aB3 and 

aA1 have seven rings and their λmax are 332 and 330 nm, respectively. Studying the 

nature of aromaticity, thermodynamic stability, HOMO-LUMO energy gap, singlet-

triplet energy gap along with the molecular electrostatic potential characteristics is 

useful for assessing their application potential as structural components in 

optoelectronic devices. 

Chapter 4 deals with the design and studies on differently shaped PAHs using 

Gaussian 16 suite of programs at M06L/6-31+G(d) level of theory. A prototype of 

carbon only donor-acceptor system by the connection of two different-shaped PAH 

via a conjugated diene and a modified version of the same with an electron accepting 

and electron donating groups attached are also designed and studied. The structure, 

geometrical features, electronic features and frontier orbitals are analyzed 

systematically.  The desirable localization of MESP electron cloud and frontier 

orbitals on different parts of the system are observed in many of the systems. For 

systems having the armchair type of periphery, the Clar’s aromatic sextet retention 

is easily visualized, for the zigzag edged ones this electron localization on Clar’s 

structure was absent. Instead of that, the electron cloud is localized on the 

outermost rings only. Rectangular shaped PAH systems are electron dense in nature 

and show very low HOMO-LUMO gaps and most red-shifted absorption features. Pz1 

(pyrene) system has an experimental absorption maximum around 250 nm, for 

which the theoretical value obtained is 235 nm, and it absorbs weakly in the 

wavelengths 352 nm and 279 nm. The optical data including the absorption maxima 

values shed light upon the possible tuning and design of suitable candidates in the 

optoelectronics field.  

The analysis of structure-property relationship for optoelectronically 

promising materials is done in the thesis. We hope that the DFT studies and 

theoretical predictions provided in this thesis may inspire the exploration of the rich 
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possibilities of higher LPA mimics and differently shaped PAH for the development 

of energy efficient devices.  

It is mentioned that each chapter in this thesis is considered as an 

independent unit so that the numbering of all the figures, schemes and tables are 

done chapter wise. 
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Part A. Optoelectronic Peculiarities of Polycyclic 

Aromatic Hydrocarbons, Ground and Excited 

State Properties  

1.1.1. Optoelectronic Peculiarities of Polycyclic Aromatic 

Hydrocarbons 

 Polycyclic aromatic hydrocarbons (PAHs) are a set of conjugated molecules that 

are entirely composed aromatic rings without any substituents or heteroatoms.1 

Naturally PAH can be obtained from crude oil , coal and even from outer space.2, 3 Some 

of these PAHs are environmental pollutants and carcinogens. By International Union of 

Pure and Applied Chemistry (IUPAC) definition the simplest PAHs are phenanthrene 

and anthracene. PAHs can be made up of four-, five-, six and seven- membered rings, of 

which most common is the six membered ring containing systems. PAHs exclusively 

made of six membered rings are called as alternant or benzenoid PAHs. Fully benzenoid 

PAHs which can be drawn without isolated double bonds are highly stable unreactive 

substances.4 A representative set of commonly found PAHs are given in Figure 1.1. 

 

Figure 1.1. Examples for commonly found PAHs 

The pioneers in the synthesis of PAHs are E. Clar and R. Scholl.5-10  Most of the 

structural properties of PAHs are studied by quantum chemical calculations and are in 
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reasonable accordance with the experimental values.11-14  PAHs are graphene segments 

having extensive π-conjugation and thereby considered as promising materials in the 

construction of organic semiconducting devices.15-19 Strong intermolecular π-π 

interactions in such materials add to the value of its use as an electronic material. Hexa-

peri-hexabenzocoronene is one of the mostly used PAH which exhibits exceptionally 

properties as liquid crystal material. Large PAH can be made solution processable via 

hydrogen termination, alkyl substitution and addition of functional groups. Such 

processed molecules finds applications as better candidates for organic electronics like 

light emitting diodes (LEDs), field effect transistors (FETs) and photo-voltaic cells. PAHs 

have special electronic and self-assembling properties which are highly beneficial in 

optoelectronic device manufacturing.20 The formation, transport and the recombination 

of electrical charges are the key physical features that make PAHs highly desirable for 

these applications. Carrier mobility, the ability of movement of charges in bulk material 

is one of determining factor for device performance which is quite high for PAH 

systems.21-26 

PAHs find applications in many fields, ranging from as a support to study 

samples in transmission electron microscope (TEM)27-29, in solar cells, liquid crystal 

displays (LCD),30, 31 as FETs,32, 33 and as composite materials.34 Graphene because of the 

zero band gap faces difficulty in FETs, where PAH having low band gap finds wide 

applications in the field. 

 Linear polyacenes (LPAs) are a class of PAH molecules in which benzene rings are 

laterally fused. Unique properties and their optoelectronic applications are widely and 

intensively researched upon. 35-38 These are the narrowest PAHs with zigzag ends and 

because of this structural peculiarity finds applications in spintronics and plasmonics.39, 

40 With the increase in number of benzene rings the difference between the highest 

occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital 

(LUMO) goes on decreasing to make the material more conducting.41 An infinitely long 

LPA can be considered as a metal and superconductor at low temperature.42, 43 Since the 

properties of polyacenes are largely dependent on their length or the number of rings 

constituting it, the largest members is expected to show higher reactivity, high carrier 

motilities, lowest reorganizational energy in addition to the above mentioned low 
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HOMO-LUMO gap.44-46 But the synthesis and purification of such longer polyacenes are 

highly difficult because of the innate instability arising from the higher reactivity.  

To circumvent this, substitution on aromatic rings can be done to synthesize 

substituted LPA.47, 48 This strategy is efficiently utilized for the synthesis of substituted 

higher acenes like nonacene.49-51 The synthetic steps are difficult and isolation is further 

difficult for higher acenes until recently.52, 53 Photoreaction followed by matrix isolation 

yielded higher acenes including heptacene, octacene and nonacene.49, 54-57 The longest 

acene synthesized very recently in its unsubstituted form is undecacene having 11 

benzene rings fused laterally.58 As the length of LPA increases the linearity may also get 

distorted. Introducing heteroatoms like nitrogen,59-65 boron,66, 67 sulfur68 etc in the 

structural skeletons of LPA is a better strategy for attaining higher LPA like systems. 

The selection of hetero atoms is to be done in such a way that the electronic and 

structural features are not varied much. Nitrogen containing oligocenes are 

demonstrated as n-channel organic semiconductor,69, 70 with quite high motilities. Easy 

control of stability, structure, electronic properties and increased electron affinity can 

be attained by replacement of CH by N.71 The position of hetero atoms and thereby 

polarity manipulation can improve the solution processability of such LPA mimics. 

Vacant pz orbitals in boron enhances the optoelectronic application potential of boron 

containing acene molecules.72 The electronic and steric equivalence of B-N with C=C, 

makes boron and nitrogen a very good candidate for making a heteroacenes.73, 74 These 

molecules show different electronic properties together with characteristic self-

assembly behavior.75, 76 The phosphorescence quantum yield of BN heteroacenes are 

higher than their acene counterparts.77 BN containing heteroacenes are demonstrated 

as excellent materials for OLEDs and luminogen for fluoride ion detection.78, 79 

Efficiency of photovoltaic cells has direct relationship with the electronic 

properties as well as the excited state properties. Prediction of these properties 

beforehand the synthesis will minimize the trial-and-error synthetic steps which is of 

great use.80, 81 For the understanding about the stability of the molecules, thorough 

knowledge about the phenomenon of aromaticity is highly beneficial. The concepts of 

aromaticity and various methods useful for its quantification are given in Section 1.1.2. 

The excited state properties are briefly introduced in Section 1.1.3.  
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 1.1.2. Aromaticity  

Aromaticity is one of the most important phenomena in chemistry,82-87 the idea of 

which was proposed 153 years ago by German chemist Friedrich August Kekulé.88 Even 

though this phenomenon has a fuzzy nature and lacked exact definition; it has become a 

central concept to interpret the molecular structure, stability, reactivity and magnetic 

properties of chemical systems.82-84, 86, 89-92 11 The IUPAC definition of aromaticity is as 

follows, “the concept of spacial and electronic structure of cyclic molecular systems 

displaying the effects of cyclic electron delocalization which provide for their enhanced 

thermodynamic stability (relative to acyclic structural analogues) and tendency to retain 

the structural type in the course of chemical transformations”.93  The characteristics that 

distinguishes aromatic molecules from non-aromatic ones can be listed as94 (i) the 

molecule should be a cyclic one with large resonance energy,  (ii) substitution is 

preferred reaction mode instead of addition, (iii) should posses aromatic sextet of 

electrons, (iv) satisfies the Hückel’s 4n+2 π-electrons criterion of aromaticity, (v) 

should be able to sustain the diamagnetic ring current. Local aromaticity is the 

aromaticity of a particular ring in a molecule whereas the global aromaticity represents 

the total aromatic character of a molecule having several fused rings.   

Hückel’s 4n+2 rule for aromaticity, one of the most used criteria for aromaticity is 

limited to monocyclic conjugated systems. This rule relates the number of π-electron 

count to the stability and reactivity of the molecules.95, 96 For aromatic molecules, the 

cyclic delocalization of electrons results in extra stabilization while for antiaromatic 

compounds, the same will result in the destabilization of the molecule. Aromaticity for 

cyclic -conjugated systems are defined by reduced bond length compared with acyclic 

counterparts, enhanced stability, retention of -electron structure in reactions and 

diatropic ring current generation by an external magnetic field.86, 97-100 Clar’s sextet rule 

uses the simple topological features for the assessment of aromaticity, and states that 

the maximum number of disjoint aromatic benzene units and minimum number of 

localized double bonds represents the most aromatic structure.7 For the quantification 

of aromaticity of PAH a multitude of methods have been developed and is in wide use.98, 

101-107 In the modern view, aromaticity is considered as a  multidimensional 
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phenomenon which has to be analyzed and quantified in terms of energetic, structural, 

magnetic and electronic (reactivity based) criteria.87, 94 The various methods that are 

adopted for this purpose is briefly discussed below. 

1.1.2.1. Energetic Criteria of Aromaticity  

The basic idea behind the use of energy as a criteria for aromaticity  measurement 

is conjugated cyclic π-electron compounds higher stability compared to their chain 

analogues.12, 84 Quantitative measurement of aromatic stabilization energy (ASE), 

influencing the reactivity and behavior of species, gives an idea about the total 

aromaticity of the molecule.84, 86, 108-111 Uses of isodesmic, homodesmic and 

hyperhomodesmic reactions are being relied upon for the treatment of thermo 

dynamical data for aromatic measurement.  The term isodesmic was first introduced in 

1970,112 to predict thermochemistry using primitive electronic structure theory.113, 114 

Isodesmic reactions are a subclass of isogyric reactions, which are the reactions in 

which there is same number of electron pairs in the reactant and product side.115 An 

example for the isogyric reaction is given in Eq. 1.1. An isodesmic reaction is a 

hypothetical chemical reaction in which the number of formal bonds remains equal for 

reactants side and product side.116 Some representative examples are given below.  

                                                                   Eq. 1.1 

     Eq. 1.2 

Such reactions are useful in the quantification of structure-stability relationships. 

For instance, in the case of benzene, isodesmic reaction 1.3 suggests a 23.9 kcal/mol 

higher stabilization for benzene which could be mainly accounted to the aromatization 

energy.117, 118 For practical applications, heat of formation of all the molecules on both 

sides of the isodesmic equation has to be obtained to measure the aromatization 

energy. Homodesmotic reactions are a subclass of isodesmic reactions in which the 

number of carbon atoms in a particular hybridization and number of hydrogen atoms 

attached to each carbon atoms for reactants and products are the same.119-123 Example 
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for homodesmotic reaction for assessment of benzene aromatic stabilization is given in 

Eq. 1.3.118 Hyperhomodesmotic reactions differ from homodesmotic ones because it has 

same number of C-H bonds at identically hybridized fragments (example given in Eq. 

1.4).124 In such reactions the number, type and hybridization of C-C and C-H bonds are 

preserved. 

                       Eq. 1.3 

                  Eq. 1.4 

The aromatization energy estimated using homodesmotic reactions are more 

accurate than that using isodesmic reaction because as seen in equation (1.3), the 

bonding scenario at the LHS and RHS of the equation is almost identical except for the 

cyclic delocalization of the π-electrons in the LHS. Hence, the energy change in the 

reaction can be exclusively accounted for the extra stabilization due to the cyclic 

delocalization of -electrons or aromaticity.  Following the concept of homodesmotic 

reactions, a series of reaction classes have been generated like hyperhomodesmotic, 

semihomodesmotic, etc which have been used by many scientific groups.125-134  

Heat of combustion and heat of hydrogenation data have been useful in 

calculation of the empirical resonance energy by the direct measurement of change in 

enthalpy (∆H) value135.94, 136 These calculations are based on assuming the additive 

nature of thermo chemical bond energy and neglecting other energetic contribution 

such as ring strain. The heat of dehydration137 data is also useful for the resonance 

energy calculation. Equilibria based approaches are also used for the quantification of 

heterocycle aromaticity on the energetic scale.94 The equilibria based aromaticity 

measurements uses Gibbs free energy change (ΔG) while enthalpy parameter ΔH is 

used in combustion, hydrogenation and dehydrogenation techniques. 138, 139  
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1.1.2.2. Geometric Criteria of Aromaticity 

Quantification of aromaticity based on structural parameters relies on π-

delocalization, planar geometry, equalization of bond lengths, and other geometry 

parameters.94  One of the major method that is useful for aromaticity quantification for 

individual cyclic parts of organic compounds is Harmonic Oscillator Model for 

Aromaticity (HOMA) index developed by Krygowski et al.140. HOMA is calculated using 

the following equation.  

���� = 1 −
�

�
�(���� − ��)

�

�

�

 Eq. 1.5 

Here  is an empirical normalization constant, which is selected in such a way that 

HOMA is zero for non-aromatic and one for aromatic systems. n is total number of 

bonds; Ropt and Ri are optimal aromatic bond length and computed bond length, 

respectively. For a perfect aromatic system, HOMA is 1 and a HOMA value close to zero 

indicates non-aromatic character. Aromatic molecules tend to show bond length 

equalization and HOMA value close to 1. The CC bond length of benzene is considered as 

the most optimum for an aromatic hydrocarbon. HOMA is considered as one of the best 

structure based aromaticity indices which is well correlated with other aromaticity 

indices, and useful in measuring the effect of distortion from planarity and substitution 

on the aromaticity, local aromaticity on single rings in condensed systems and the 

influence of hydrogen bonding in crystal lattice. 82, 99, 141-143  

Bird aromaticity index is a measure of aromaticity for heterocycles. Its value for 

five member and six member rings is expressed as follows 

��(�) = 100[1 − (� ��⁄ )]     Eq. 1.6 

� = (100 ��)�[�(� − ��)�]/��     Eq. 1.7 

Vk = 35 for five membered heterocycle, and Vk = 33.3 for six membered heterocycle,  

�� = (� �)/�

�

    Eq. 1.8   
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where N is bond order and n is number of bonds. Birds aromaticity indices gives 

satisfactory correlation with other aromatic criteria like absolute hardness and 

magnetic criteria.144-146 

  Bond length equalization is used as a measure of aromaticity as the aromatic 

molecules tends to show resonance and resulting unified bond length. When bond order 

is used instead of bond length for aromaticity measurement, the geometric criteria is 

satisfied.147 Average fluctuation in the bond order is also a measure of aromaticity 

based on geometric criteria put forward by Pozharskii.148 Fringuellli et al. proposed the 

use of bond order for the quantification of aromaticity.149 The bond order is calculated 

using the Gordy equation150 which is as follows, 

� = �. ��� − � Eq. 1.9 

The constants a and b has different values based on the atoms forming the bonds 

and R is the bond length. The smaller the sum of bond order differences in a ring, the 

more is the aromaticity of the ring. For benzene the value of it is zero.  

1.1.2.3. Magnetic Criteria of Aromaticity 

Magnetism based aromaticity indices are based on the ring current generation 

under the influence of an external magnetic field. Experimentally, aromatic character of 

a molecule is assessed based on proton nuclear magnetic resonance (1H NMR) chemical 

shifts which are characteristics of respective molecules and the exaltation of magnetic 

susceptibility.11, 94, 99 

One of the defining characteristics of aromatic molecules having cyclic electron 

delocalisation is the ability to sustain a diatropic ring current, 83, 84, 109, 151-155 whereas  

antiaromatic molecules made of localised destabilised structures sustain a paratropic 

ring current.154 Ring current effects can be demonstrated by means of the abnormal 

proton chemical shifts of the aromatic molecules. In rings, the chemical shift on the 

bridging hydrogen has been already used as a measure of aromaticity and 

antiaromaticity.156, 157 These methods paved the way to the use of absolute magnetic 

shielding at the ring centre called Nucleus Independent Chemical Shift (NICS) by 

Schleyer et al. as a measure of aromaticity and antiaromaticity.158 The values are 

reported with a reversed sign to make them compatible with the chemical shift 
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conventions of NMR spectroscopy, which is more familiar. In this method, negative NICS 

values indicate aromaticity and positive values antiaromaticity.   

NICS is used as a measure of aromaticity for rings,159-163 clusters,164-168 metal 

complexes169 and even in transition states.170-175 There are contradiction in the case of 

cyclic trimer of hydrogen bonded HF molecule which exhibits negative NICS value, 

which is proved to be non-aromatic.176 This proved that the NICS value is valid in the 

molecules which have an important pz-orbital which produces -electron cloud. NICS 

values exhibit good correlations with aromatic stabilisation energies109 and magnetic 

susceptibility exaltations, which are aromaticity parameters making it a reliable tool for 

the calculation of the same. Also, unlike exaltations, the ring size dependence in the 

values is nil in NICS calculations. As moving away from the ring centres maximum 

chemical shifts are observed. NICS is greatly influenced by the coupling between the 

induced magnetic fields of adjacent rings in the case of acene molecules.97, 177-181 

Accuracy of which is validated by Mills et al. by demonstrating an excellent correlation 

between experimental shifts and 13C NMR shifts calculated with DFT calculations.182 

Experimental measures of aromaticity on pyrene derivatives also supported the validity 

of NICS.183 NICS values of [n]annulenes show only a modest dependence on size of the 

rings. 10  systems have comparatively high NICS values than that of 6  systems. 

Antiaromatic 4n  systems like cyclobutadiene, pentalene, heptalene, planar 

cuyclooctatetraene have NICS(0) values 27.6, 18.1, 22.7 and 30.1  respectively, which 

are highly positive values.158 Spherical aromaticity184, which is also called as three 

dimensional aromaticity can be also demonstrated by NICS in the case of closo-B12H12-2 

and other polyhedral borane compounds. NICS calculation is also employed successfully 

on inorganic ring compounds analogous to polyacenes.185 Summation of NICSzz(1) 

values for ring system serves as a measure of global aromaticity since there is excellent 

correlation between the former and the magnetic susceptibility exaltation.182 But for -

stalked systems for the quantification of aromaticity NICS should be used with caution 

according to the studies on polyflourenes.186 

Ring currents in an aromatic system cause a shift in proton resonances in NMR 

spectrum, and magnetic susceptibility exaltation and a change in NICS. 13, 111, 187-189 
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Pauling in 1936 suggested diamagnetic anisotropy of aromatic molecules are due to 2pz 

electrons of carbon atom, which are free to move from one atom to the adjacent ones 

under the influence of an electric field.190 This is the basis of application of ring currents 

as a measure of aromaticity. Aromatic molecules support ring currents which effects in 

deshielding on the outer and shielding in the inner electrons of the ring. For monocyclic 

heteroaromatics homodesmotic reaction energy measurement shows that proton 

shielding can be a measure of cyclic stabilizing and destabilizing effects which is 

directly linked to the quantification of aromaticity or antiaromaticity.191  

o-Benzylic coupling constant and bond order have a direct correlation, thus 

making it a good experimental means to measure the degree of aromaticity for 

heterocyclics.192 Other C-C coupling constants are also very effective in aromaticity 

assessment of five membered heterocycles.193 Magnitude of strong chemical shift in 1H 

NMR spectra of dipolar molecules induced by aromatic solvents is a direct measure of 

molecular magnetic isotropies.194 Solvent shift parameter(S) is a quantitative 

aromaticity parameter, which is expressed as the difference in proton chemical shift 

between acetonitrile and cyclohexane in solvent X and the same in solvent neat 

cyclohexane.94 The S value for benzene is 1.00 ppm and that for olefins is near to zero. 

The exaltation which is the difference between the observed molar magnetic 

succeptibility �� and calculated one ���is useful in aromaticity assessment,187, 195-197 

which is highly dependent on ring size, the calibration of standards are done for the 

calculations.153, 189, 198-201 For aromatic molecules, exaltations are negative indicating 

diamagnetic nature, and for paramagnetic antiaromatic compounds the exaltations are 

positive.142 Magnetic susceptibility exaltation shows excellent linear correlation with 

NICSzz(1) values for neutral, cationic and monoanionic species.182 

1.1.2.4. Electronic Criteria of Aromaticity 

 The measurement of aromaticity by electronic criteria can be realized by the 

molecular electrostatic potential (MESP), HOMO-LUMO gap, absolute and relative 

hardness and polarizability.11, 202   

Aromaticity can be understood by knowing the extent of electron delocalization in 

a molecule. But finding out electron delocalization extent from the experimentally 
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measurable electron density203 is difficult. Aromaticity and -electron distribution has 

close association as per the theoretical calculations done by various groups.

is an electronic property that quantifies the electron cloud and delocalization of it in a 

beneficial in understanding the molecular structure 

Electron density has a direct correlation with MESP, and the topology 

pictorial information about the charge distribution in the molecule.  

Identifying the most negative valued MESP (Vmin) positions in a molecule is useful for 

understanding the electron localization/delocalization character of 

Electrostatic potential is used as a probe to measure electron 

delocalization by Politzer et al. by taking the minimum value along the C=C and 

comparing with the same at ethylene.217. Vmin analysis has been previously used for 

studying the Clar’s aromatic sextet theory6, 7 of PAHs and related systems.

Illustration of aromaticity by Clar’s theory using MESP topography for triphenylene 

molecule using B3LYP and MP2 theory with 6-31+G(d,p) basis set is given in Figure 1.1, 

where the MESP clearly projects the aromatic core.218 
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best descriptor for local properties which include the aromaticity and surface 

properties.230, 231  

 HOMO and LUMO which are called as the frontier molecular orbitals hugely 

influences the reactivity and stability of molecules. The difference between the energy 

of these two is termed as HOMO-LUMO gap, which is closely related to the number of 

aromatic sextets in the molecule.232 Addition of electrons to the high lying LUMO and 

extraction of the electrons from the low lying HOMO is energetically unfavorable. Thus 

large HOMO-LUMO gap infers high kinetic energy as well as low reactivity.233-238 In the 

case of  [4n+2] annulenes, the direct relationship between resonance energies (REs) 

and HOMO-LUMO gap has been shown by Haddon and Fukunaga, thereby correlating 

thermodynamic and kinetic criteria for aromaticity measurement.239 This finding is 

written in the form of an equation as given below, 

�� = −
(����)�(����� − �����)

24
 Eq. 1.10 

where RE is the resonance energy and ρrs is the bond order of the r-s bond. Also 

resonance energies and reduced ring currents have similar relationship for the same set 

of systems.240 A small HOMO-LUMO gap is associated with antiaromaticity, based on 

some studies conducted in late 1970s and early 1980s.241-249 Linear relationships 

between paratropic 1H NMR shifts (Δδ) and HOMO-LUMO energy gap is observed for 

doubly charged fused benzenoid polycyclic compounds.246 The relationship for 

diacation and dianion are respectively given below, where ΔHL is the HOMO-LUMO gap 

in eV. 

∆�(���) = −1.23∆�� + 4.31 

∆�(���) = −2.50∆�� + 6.40                                          Eq. 1.11 

HOMO-LUMO bonding type is considered as an indicator of aromaticity according 

to studies by Sinanoğlu et al.250, 251 Hückel π electron energy, number of Kekule 

structures and  the HOMO-LUMO gap can be related.252 For benzenoid hydrocarbons 

HOMO-LUMO gap can be calculated using the following equation, 

∆��= 2[−2.90611(2��� ��⁄ )
�

�� + 3.91744�
�

�� ]   Eq. 1.12 
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where nCC and nC are the numbers of C-C bonds and carbon rings respectively and K is 

number of Kekúle structures. Using HOMO-LUMO separation multiplied by the number 

of conjugated atoms, an aromaticity index is demonstrated by Aihara et al. in the case of 

kinetic stability of PAHs and fullerenes.233-235 This index is termed as T-index, which is 

useful in the spotting of chemical reactivity at the most reactive site for a number of 

fullerene molecules containing isolated pentagons.235 

In a chemical system the resistance of the electronic chemical potential, µ  to a 

change in number of electrons is termed as the absolute hardenss (η), which is 

measured by the plot curvature of energy versus number of electrons.93 Absolute 

hardness (η) can be used as a measure of aromaticity according to Zhou, Parr and 

Gharst based on the fact that both aromaticity and hardness are measure of high 

stability and low reactivity.237 High value of absolute hardness implies high stability as 

well as aromaticity. The difference between the electron affinity (EA) and the ionization 

energy (IE) is the negative of the hardness of the species. 

�� − �� = −�                                                    Eq. 1.13                                           

Hardness can be reformulated using the terms of molar refractivity as 19.6/RD3, 

where RD  is the molar refractivity.253, 254 In Molecular orbital (MO) theory, absolute 

hardness is defined as the energy gap between the LUMO and HOMO.   

� = ( LUMOε − HOMOε )/2  Eq. 1.14 

For a series of aromatic and heteroromatic rings good correlations are observed 

between resonance energies and Birds IA index.255-258 

 Charge density derived electronic parameters can also be used as a measure of 

aromaticity.202 Charge density  descriptors based on the bond order and density at the 

ring critical point have also been developed and used for the aromaticity 

quantification.259, 260 Natural bond order (NBO) analysis of charge densities have been 

demonstrated as a source of delocalization effects which is used in aromaticity 

measurement.261, 262 Electron localization function (ELF) analysis yields degree of π-

electron delocalization, which is a good indicator of aromaticity, but quantification of 

the same is not feasible.263-267  
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The electron delocalization measures that have been derived from second order 

density have been successfully employed as a local aromaticity descriptor.268, 269 

Delocalization index, δ(A,B) is an aromaticity index that have been derived from 

Quantum Theory of Atoms In Molecule (QTAIM) theory. Para-delocalization index (PDI) 

is a local aromaticity descriptor that have been developed by Solá et al.142 The average 

of all the delocalization indices (DIs) of para-related carbon atoms in a six membered 

ring is termed as PDI. The basis of PDI is the concept of the aromaticity is related to 

cyclic delocalization of π-electrons. This quantity gives an idea about the amount of 

electrons shared or delocalized among atoms. DI of single C-C bond and the atomic 

stabilization energy (ASE) are in good correlation according to a density functional 

theory study by Chesnut and Bartolotti.270 Bader and coworkers in 1990s found out that 

in the case of benzene, the delocalization of density in para-related carbons is greater 

than that between meta-related carbons (δ(C,C’)p=0.10 electrons > 

δ(C,C’)m=0.07electrons).269, 271    

 Aromatic fluctuation index which is abbreviated as FLU is another method which 

uses charge density descriptors for the aromaticity quantification.202 This method have 

been introduced to account for the limitations in PDI within the framework of AIM 

theory by Bader.272-274 The value should be close to zero for aromatic molecule. The 

amount and similarity of electron sharing between adjacent atoms are taken in account 

in this method.202 Multicenter indices Iring , ING, INB and MCI have been employed in the 

quantification of aromaticity. The multicentre index Iring which is proposed by Giambiagi 

et al.275 is given as, 

�����(�) = � ���
. . ���

��,��,..,��

�����
(��)�����

(��) … �����
(��) Eq. 1.15 

where Sij(A) is the overlap integral of natural orbitals i and j of the atom A, nij are their 

occupancies. A normalized version of Iring  index is has been proposed by Solá et al. in the 

year 2007 which is called as ING which is less dependent on the ring size than other 

homologues.276 it is expressed as follows. 

���(�) =
��

4���
�

����

�
��

     Eq. 1.16 
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where N is total number of atoms in the molecule and Nπ is the total number of π-

electrons. Summing up all the Iri/ng  values arising from all the permutations of the 

indices defines another index called as Multicenter index (MCI) as proposed by Butlinck 

et al.277 given as, 

���(�) =
1

2�
� �����(�)

�(�)

   Eq.1.17 

where P(A)  stands for the permutation operator. Normalized version of MCI for 

aromatic rings is called INB and is given as given below, where C 1.5155. 

���(�) =
�

���
[2����(�)]� �⁄  Eq. 1.18 

Applications of Multicenter indices are general and can be used in the scenarios in 

which PDI, FLU or HOMA are unsuccessful. Higher the values of multicenter indices 

infers higher the aromatic character of molecules. 

1.1.3. Excited State Properties 

When a molecule absorbs highly energetic electromagnetic radiation (when the 

energy of the photon matches with the energy difference between the orbitals), 

electrons gets promoted from lower energy orbitals to the vacant higher energy orbitals 

resulting in the generation of an excited state. Excited states are stable high energy 

electronic configurations of molecular systems, which are relevant to many areas of 

chemistry like photochemistry and electronic spectroscopy. Excited states can 

participate in chemical reaction which is the basis of photochemistry. Only a few of the 

many orbitals are involved in the excitation process, called the frontier orbitals. 

Electronically occupied highest energy orbitals and lowest energy vacant orbitals are 

termed frontier orbitals. Transition due to lowest energy photon is between Highest 

Occupied Molecular Orbital (HOMO) and Lowest Unoccupied Molecular Orbital (LUMO). 

HOMO-LUMO gap is closely related to number of resonant sextets in the molecule.232 

High kinetic stability is a direct consequence of large HOMO-LUMO gap, since the 

addition of electrons to high lying LUMO and extraction of electrons from high lying 

HOMO is energetically unfavourable.233-238 
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Figure 1.3. Jablonski diagram 

Electronic states of a molecule and the transitions are illustrated using Jablonski 

diagram (Figure 1.3) named after Polish physicist Aleksander Jablonski.278 The possible 

transitions and the names of resulting phenomena are listed below. S0Sn, where 

n=1,2,3…. are termed absorption which results in a excited state molecule. When the 

energy of the impeding photon matches with the energy difference between the orbitals 

absorption occurs. S1S0, fluorescence, the spontaneous emission of radiation from 

higher energy orbitals to the ground state of the molecule. T1S0, phosphorescence 

which is the delayed emission from the triplet excited state to the ground state of the 

molecule. The exchange of electrons between different excited states are termed 

internal conversion (IC). The relaxation of electrons from the higher excited levels to 

the lowest excited level is called as vibrational relaxation. Non-radiative processes are 

the relaxation from the excited level to the ground state without any emission of 

radiation.  When electron exchange occurs between the excited states of different 

multiplicity intersystem crossing (ISC) occurs, which is the cause of phosphorescence 

indirectly. 

Electronic excited states have wide applications ranging from spectroscopy to 

photochemistry. Structure and dynamics of excited states are necessary for modeling 

the photochemical reactions. Time-dependent density functional theory (TD-DFT) is a 

powerful tool for the analysis and evaluation of electronically excited states (EES).80, 279-
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283 Evaluation of low lying triplet excited states is also feasible theoretically which helps 

in the calculation of vertical and adiabatic energy difference with respect to the ground 

state, geometrical peculiarities associated with excitation and singlet-triplet exchange 

energies.284-289 The triplet states can give direct information about energy loss 

pathways of solar cell engineering.290-292 For solar energy trapping new molecules with 

optimized properties does not depend merely on the HOMO-LUMO gap, but also on the 

triplet energies.287 The spacial separation between the electron-hole pair minimizes the 

exchange interaction between singly occupied excited states and bring about a reduced 

singlet-triplet energy gap.293 

Theoretically excited states can be calculated using various methods like coupled 

cluster (CC), Moller-Plesset perturbation (MP) theory, multi-configurational self 

consistent field, configuration interaction (CI) and time-dependent density functional 

theory (TD-DFT) etc.294-299 TD-DFT is most commonly used in the dye designing 

research, since the error in the relative data is minimum when a set of structurally 

similar molecules are being considered.300 Examples of excited state properties are light 

absorption, light emission and excited state reactions like electron transfer, energy 

transfer and bond breaking. Structure and dynamics of excited states are necessary for 

modeling the photochemical reactions. Efficiency of photovoltaic cells has direct 

relationship with the electronic properties as well as the excited state properties. 

Prediction of these properties beforehand the synthesis will minimize the trial-and-

error synthetic steps which is of great use.80, 81  Prediction and rationalization of 

absorption spectra of several systems have been done using TD-DFT.301-305 The nature 

of the geometry of the excited states and the simulation of fluorescence spectrum of the 

concerned geometry have been extensively studied by TD-DFT.306, 307  

1.1.3.1. Absorption, Emission and Adiabatic Energies 

Absorption, emission and adiabatic energies can be calculated using various 

theoretical methods. The energy difference between the electronically excited state 

(EES) and ground state (GS) determined at GS geometry corresponds to idealized 

absorption, whereas the same calculated on EES geometry corresponds to the 
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fluorescence when EES is singlet state, and phosphorescence when EES is a triplet 

state.300  

���������� = ����(���) − ���(���)                                 Eq. 1.19 

���������� = ����(����) − ���(����)                              Eq. 1.20 

Absorption is the most widely computed data using TD-DFT, since there is no 

need of EES density or energy. Fluorescence measurement needs access to the TD-DFT 

forces in order to optimize the EES geometry. But the experimental results cannot be 

considered as purely vertical, the comparison of the vertical absorption and measured 

absorption maxima (λmax) will not give exact results. An adiabatic contribution is the 

difference of energies of two states in their respective minimum. 

����� = ����(����) − ���(���)                                Eq. 1.21 

 An absorption spectra or a UV-Visible spectrum is a plot between absorbance vs. 

wavelength which displays a series of absorption bands. The wavelength maximum 

(λmax) is the wavelength at which the absorbance is maximum, which is useful in the 

approximation of the energy difference (ΔE) the orbitals involved in the transition.  

Consider a widely used light absorbing compound, anthracene having 14 π 

molecular orbitals having 14 electrons, since all the carbon atoms involves in the π-

bonding. MO(7) is HOMO and MO(8) is LUMO. As an example, the experimental 

absorption spectrum of naphthalene displays an absorption band in the 300-400 nm 

range and the longest wavelength maximum is observed at around 370nm. Higher 

energy absorption bands having λmax lesser than 250 nm are due to ππ* transitions. 

1.1.3.2. Geometries and Vibrational Frequencies 

Finding out the optimal geometries of EESs using theoretical methods is useful in 

the analysis of fluorescence, since the experimental determination of EES bond lengths 

and valance angles are very difficult.300 Stokes shifts are the difference between 

emission and absorption energies, which is prominent when there is large difference 

between EES and GS energies.  Conformational changes can be predicted by this 

method, which in many ways is beneficial for complex reaction situations. The 

vibrational frequencies of the GS and EES will be different, the modification of the 
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characteristic vibrational modes happens when the molecules gets excited to their 

corresponding EES. TD-DFT second derivatives are needed for determining the 

vibrational signatures of EES. From known vibrational signatures vibrationally resolved 

optical spectra is computed which provide the shape of absorption and emission bands. 

1.1.3.3. Singlet-triplet Energy Gap 

Singlet-triplet splitting are much more sensitive to the exact mathematical form of 

the function than  the transition energies.300 The energy difference corresponding to 

first triplet state (T1) and ground state (S0) corresponds to the phosphorescence 

phenomena, and is directly related to the phosphorescence lifetime of the molecule, 

which has a direct relation with the photo-stability of the molecule.  Whereas the 

energy gap between T1 and first singlet excited state (S1) (∆ET1-S1) corresponds to the 

(ISC) phenomena, which is a nonradiative slowest form of relaxation. The efficiency of 

ISC can be improved by reducing the energy gap between the singlet and triplet excited 

states.308 Spin-orbit coupling is directly related to the ISC, the rate of which largely 

affects the conversion efficiency of a solar cell.290, 307 Phosphorescence is a 

manifestation of ISC where the relaxation from the excited triplet state to the singlet 

ground state occurs.  Experimental determination of triplet states properties are very 

difficult to access, and their theoretical evaluation is very useful.287, 306 The emission 

process is the vertical S1S0 transition; thereby the energy gap (∆ES1-S0) is a direct 

measure of the emission lifetime. Delayed S1 to S0 de-excitation accounts for the 

fluorescence and the energy difference can be directly related to the fluorescence 

lifetime also. Optical gap of a system is predicted by the energy of lowest singlet excited 

state, and energy ordering of T1 with respect to S1 is very important factor that 

determines the reverse intersystem crossing (RISC) which is a determining factor of 

efficiency of electroluminescence.309  

1.1.3.4. Spectral Features 

 The entire spectral phenomena are marked in the Figure 1. 3 of Jablonski diagram. 

The absorption and relaxation processes involving the electronically excited states are 

normally associated with the change in energy resulting in the specific spectral features 



21 
 

corresponding to the processes that the systems are undergoing. The absorption 

involves the excitation of electrons into the EES from the electronically ground state. 

The emission involves the de-excitation of the same. The triplet and singlet states of the 

excited states determine whether the process is fluorescence or phosphorescence.  In 

principle all the information regarding the excited states can be accurately obtained 

computationally. In the first approximation the vertical excitation energy is the 

difference in potential energy curve between the excited state and ground state. The 

prediction and visualization of absorption, fluorescence, emission and phosphorescence 

spectra of molecules are possible. The characterization of chiral light and thereby 

circular dichroism spectra is possible with a greater effort. These kind of spectral 

calculations are of great use to chemists in the spectral and structural elucidation field. 

 The vibronic fine-structure of electronic spectra gives information about 

vibrational modes frequencies and excited state geometry of the molecule. These 

properties are otherwise very difficult to obtain experimentally. The spectral features 

give a direct picture of the wavelengths and the range corresponding various 

phenomena which are of prime interest in the energy absorption, emission, the prior 

understanding of which can enhance the device manufacturing efficiency quite high.  

1.1.3.5. Other Parameters 

Vibrational coupling, dipole moments and atomic point charges are some of the 

measurable quantities which are observable and can be found out by theoretical 

methods such as TD-DFT. Color, charge transfer, potential energy surfaces(PES), non-

Frank-Condon transitions etc are some of the other excited state properties of molecule. 

The absorption of a photon in the visible region of the electromagnetic spectrum excite 

the GS to an EES, other than that it also modifies the wavelengths of reflected and 

transmitted light, the phenomena of chemical colors thus originates.  From the shape of 

the absorption spectra the color of the molecule can be described using TD-DFT method 

relatively easily.311, 312 
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Part B: Computational Chemistry and 

Theoretical Methodologies 

1.2. Introduction to Computational Chemistry 

The term theoretical chemistry is mathematical description of chemistry which is 

generally used when a mathematical method is automated for implementation on a 

computer.313 Computational chemistry includes quantum mechanics, molecular 

mechanics, simulations and other methods which use computers in understanding the 

nature of molecular systems. Molecular mechanics makes use of Newtonian force field 

where molecules are represented by ball and spring model. Analysis of very big systems 

like biomolecules (e. g. DNA) containing thousands of atoms can be effectively analyzed 

by this method. Quantum mechanics uses wavefunction obtained by solving the 

Schrödinger wave equation for representing a molecular system. All the properties 

associated with a system can be obtained from the wavefunction using appropriate 

operators with the aid of suitable approximations applied in the systems when the size 

of the system increases. Computational chemistry is very useful in the fields ranging 

from designing of drugs, dyes which are useful in solar industries, prediction of 

reactions and mechanisms, to design of functional materials. 

Different computational methods are available which ranges from highly accurate 

to highly approximate ones. Highly accurate methods are feasible only for very small 

molecular systems whereas for larger systems approximate ones are only beneficial. It 

is clear that the computational cost can be improved only at the expense of the size of 

the system. Depending upon the formalism these methods are classified into (a) ab 

initio quantum chemical methods, (b) semi-empirical quantum chemical methods, (c) 

density functional methods, (d) molecular dynamics and Monte-Carlo simulations (e) 

hybrid quantum mechanics/molecular mechanics (QM/MM) methods, and (f) molecular 

mechanics. For systems having very big size like protein, DNA etc, ab initio studies are 

not used since it will take time eternity for solving such systems accurately. 
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1.2.1. Ab initio Methods 

The literal meaning of the Latin word ab initio is ‘from the beginning’. As the name 

suggests ab initio methods involves calculations that are derived directly using the 

theoretical principles, where the information from the experiments are not at all 

involved. Time-independent Schrödinger equation314 for a system composed of N 

electrons and M nuclei has the form 

�� = ��                                                                  Eq. 1.23 

Where H is the Hamiltonian operator, Ψ is the N-body wavefunction and E is the energy 

eigen value of the system. A Hamiltonian operator is composed of kinetic and potential 

energy operators, corresponding to nucleus-nucleus, nucleus-electron and electron-

electron interactions and the same for N electrons and M nucleus is written in the form 

as given below. 
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 Eq. 1.24 

Position vector of nuclei and electrons are represented as RA and ri. The distance 

between ith electron and Ath nucleus is riA , between ith and jth electrons is rij and  

between Ath and Bth nucleus is given as RAB. MA is the ratio of mass of the nucleus to the 

mass of the electron and ZA is the atomic number. The first two terms are the kinetic 

energies of N electrons with masses m and M, and nuclei with mass MA, third term is the 

Coulombic attraction between electrons and nuclei, while the fourth and fifth terms are 

the electrostatic repulsion terms between electrons and nuclei respectively.  

The simplest ab initio approach is Hartree-Fock (HF) method, in which total 

molecular wavefunction Ψ is approximated as a Slater determinant composed of 

occupied spin orbitals. The exact solving of the Schrödinger wave equation is 

impossible, solving of which can be realized using approximations. The most common 

and primary approximation used is the Born-Oppenheimer approximation315 based on 

the fact that the nuclear velocity is much smaller compared to velocity of electrons, 

since nuclear mass is very high compared to mass of electron.  The molecular nucleus is 

therefore considered stationary and the separation of the nuclear and electronic 
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motions is done by applying the Born-Oppenheimer approximations. For a molecule 

having stationary nucleus the Hamiltonian can be written as 
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 Eq. 1.25 

Electron-electron interactions which are specified in the third term in the 

equation, is the most challenging to deal with. We have to consider a scheme in which 

the corresponding terms should be zero implying that the N electrons are moving 

completely independent of each other.  In such an ideal situation the total wavefunction 

can be considered as a product of N one electron wavefunctions. 

� = ��(��) ��(��) … . ��(��)                                   Eq. 1.26                                     

Once wavefunction is obtained the complete information about a system can be 

understood, by taking the expectation value of the concerned operator for the property 

we need to measure. An exact solution of the Schrödinger wave equation is possible 

only for the most primitive systems. For obtaining the correct solutions of many body 

Schrödinger equation, several approximations are necessary to be made. Four sources 

of errors in ab initio calculations are the Born-Oppenheimer approximation, the use of 

an incomplete basis set, incomplete correlation and the omission of relativistic effects. 

To answer the electron-electron interaction issue in the Hamiltonian, Hartree 

approximation is employed. Under it each electron is considered as moving in a field 

that has been created by all other electrons. Thus the interactions between electrons 

are depending only on the position of electron under consideration. By applying this 

approximation, the electron-electron interaction term is approximated as sum of one-

electron potentials νi where ψi is orbital for the ith electron. 
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 Eq. 1.27 

The eigen value equation including the electronic Hamiltonian is written as  

H����ɸ����({��} ; {��}) = E����ɸ����({��} ; {��})                             Eq. 1.28 

where the position of electron and nuclei is represented by {��} and {��} respectively. 

By solving the above equation the electronic wavefunction is obtained which has 
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exclusive dependence on electronic co-ordinates and parametrical dependence on the 

nuclear co-ordinates. The expression for the electronic wavefunction is given as 

ɸ({��} ; {��}) = ɸ����({��} ; {��})ɸ����({��})                          Eq. 1.29 

By solving the electronic wavefunction equations using appropriate operators, all 

the properties of molecular systems can be found out. Since the exact solution of 

Schrödinger equation is feasible only for the most trivial systems like hydrogen atom 

and helium ion, the need of approximations arises for solving many body Schrödinger 

equation. 

1.2.1.1. Hartree- Fock (HF) Method 

Hartree-Fock theory is an approximate method for solving the Schrödinger wave 

equation stating that every electronic motion in a molecule can be described by a single 

particle function (orbital) which does not depend on the motion of other electrons in 

the system.316-318  In HF approach the N electron wavefunction for a given state is 

written as a Slater determinant, an antisymmetrized product of spin orbitals. 

�(��, ��, … , ��) =
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��(��) ��(��) ⋯ ��(��) 

��                           Eq. 1.30 

In the equation 1 √�! ⁄ is a normalization constant, χ represents the spin orbitals and 

x1,x2 etc represents the combined spacial and spin coordinates of the respective 

electrons. The normalized Slater determinant in short notation, where the electrons 

1,2…etc sequentially occupy the spin orbitals is given as below. 

�(��, ��, … , ��) = |���� … . . ���〉                                        Eq. 1.31 

In HF approximation the orthonormal spin orbitals that minimize the total energy is 

given by, 

�[�] =
⟨Ψ|�|Ψ⟩

〈Ψ|Ψ〉
 Eq. 1.32  

In Hartree-Fock theory, the Hartree-Fock potential VHF(i) is defined as the average 

potential experienced by the ith electron due to the other electrons which is given as, 
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where, 
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∗(��)��(��)������ Eq. 1.34 

��� = � ��(��)��
∗(��)

1

���
��(��)��

∗(��)������ Eq. 1.35 

Jij and Kij are called Coulomb and exchange integrals respectively.  

The Fock operator, the one electron operator in HF theory has the form 

� = −
1

2
∇�

� − �
��

���

�

���

+ ���(�) Eq. 1.36 

Therefore,  

���(�) = � �����(�)

�

���

   Eq. 1.37 

The equation for HF energy when subjected to orthogonalization condition gives 

HF differential equations. 

In HF approximation electro-electron repulsion is treated as an average quantity 

and it replaces the complicated many body problem by one electron problem. The HF 

equations are solved by self-consistent field (SCF) method in which iterative solving is 

done by guessing a trial set of spin orbitals which are used to construct the Fock 

operator. A revised Fock operator is obtained from the spin orbitals from the solution 

and this cycle continues until the convergence criterion is satisfied. 

Roothaan and Hall proposed the derivation of HF equations for closed shell 

systems,319, 320 where HF equation is rewritten considering the spin orbitals as linear 

combinations of basis functions expressed as shown here. 

�� = � ���ɸ�                       � = 1, 2, … . . , �

�

���

 Eq. 1.38 

ɸμ , Cμi and K are basis functions corresponding to atomic orbitals, its coefficients and 

the total number of basis functions respectively. Roothaan Hall equation is written in 

the form of a single matrix equation given as, 
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FC=SCε                                                                  Eq. 1.39 

where F, S and ε are Fock matrix, overlap matrix and orbital energies respectively. For 

the determination of eigen values for Roothaan Hall equation the diagonalisation of 

Fock matrix is to be done for finding out the unknown MO coefficients.  

HF equations can be solved correctly, yet the method itself turns to be 

theoretically incomplete. Examples for the limitations are prediction of qualitatively 

incorrect results in the ordering of the ionization potentials of N2, inability to describe 

the dissociation of molecules into open-shell fragments by restricted HF method and 

inaccurate potential energy curves when unrestricted HF method is used for the 

same.321  Even though within HF theory the electronic exchange is correctly treated, the 

electronic correlation is missing. Therefore for the inclusion of correlation energy in 

calculations needs to go beyond the HF theory. Self consistent derivation is needed for 

the solution of the Hartree approximation, however not antisymmetric with respect to 

electron exchange, thereby doesn’t obey Pauli’s exclusion principle. Total wavefunction 

is still expressed in terms of Hartree product. For the inclusion of the Pauli’s exclusion 

principle going beyond Hartree method is needed. 

1.2.1.2. Post Hartree-Fock Methods 

HF methods have many problems, one of the prominent among them is the 

complete neglect of the correlation between electrons of same spin.321 To improve HF 

approximation correlation energy (Ecorr) which is the difference between the exact 

nonrelativistic energy (Eexact) of the system and the Hartree-Fock energy (EHF) obtained 

in the limit that the basis set approaches completeness. EHF being always greater than 

Eexact , the correlation energy will be always negative. 

����� = ������ − ���   Eq. 1.40 

The instances where correlation effects are taken into account in the calculations 

are Møller-Plesset (MP) perturbation theory322, configuration interaction (CI)323 and 

coupled cluster (CC)324. In perturbation theory the difference between the exact 

Hamiltonian and sum of one electron operators is introduced as a perturbation to the 

unperturbed HF solution, so that electron repulsion term is involved in calculations. 

Second order perturbation corrections when included leads to the MP2 method.325, 326 
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Third and fourth order Møller-Plesset calculations (MP3 and MP4) are also available. 

The size-independent nature of MP theory is one of the main advantages of the method, 

whereas drawbacks includes the non-variational nature which results in the yielding of 

lower energy than the true value, and the computational expensiveness. The basis of CI 

method is that instead of single Slater determinant used for the approximation of 

wavefunction, a linear combination of Slater determinants is used for writing the 

wavefunction.299, 327 For describing the electronic state, within the HF determinant one 

or more occupied orbitals are replaced with a virtual orbital creating an excited state. 

The classification of CI calculations are done by the number of excitations used for the 

construction of each determinant, and are classified as Configuration interaction single-

excitation (CIS), Configuration interaction single and double excitation (CISD), 

Configuration interaction triple excitation (CISDT) and Configuration interaction 

quadruple excitation (CISDTQ). The latter two are done only when high accuracy results 

are needed. Like CI, in CC method also multi-determinant wavefunction is used instead 

of single determinant wavefunction. In CC method, taking the basic HF molecular orbital 

method, multi-electron wavefunctions are constructed using the exponential cluster 

operator accounting for the electron correlation. Coupled cluster with only double 

excitation operator is termed CCD, when single excitations are also added its termed CC 

singles-doubles (CCSD) model, CCSDT implies when connected triple excitations are 

also included in the later case and if the singles/triplets coupling term is included it is 

termed CCSD(T). CC calculations are not variational, but its size extensive and also it is 

computationally very expensive than HF methods. 

1.2.2. Semi-empirical Methods 

For larger molecular systems the use of ab initio methods are computationally 

very expensive. Semi-empirical methods which are based on Schrödinger wave 

equations are used in such calculations. This method uses approximations extensively 

and considers only the outermost electrons during calculations while neglecting the 

core ones.328, 329 Approximations are employed extensively in the construction of Fock 

matrix and complicated integrals in the Hartree-Fock calculations are omitted. The 

limitations due to all these factors are tried to solve by parametrizing using 
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experimental data or ab initio calculations. Neglect of Diatomic Differential Overlap 

(NDDO) method uses unit matrix instead of overlap matrix S. This method is used in 

most popular semi-empirical methods like MNDO, AM1 and PM3. RM1 and PM6 are 

extensions of AM1 and PM3 which are more accurate than other semi-empirical ones. 

These methods are useful as a tool for scanning a problem before going for the higher 

level more accurate treatments, which will help to lessen the computational cost even 

though in less quantity. Semi-empirical methods are faster than ab initio methods, but 

they are less accurate and the errors are difficult to rectify because of its less systematic 

nature. 

1.2.3. Density Functional Theory (DFT) 

Density functional theory approximates the energy of molecular systems based on 

electron density ρ(r). The foundation stones of density functional theory were laid as 

early as 1920s where major contributions are from Thomas and Fermi.330-332 Full 

fledged applications of DFT was realized in 1960s only with the work of Hohenberg, 

Kohn and Sham.333, 334 Electron density which is also known as the probability density 

function is the probability of finding an electron at a position ‘r’ with co-ordinates (x,y,z) 

per unit volume, dxdydz. It is defined as the integral over the spin co-ordinates of all 

electrons and over all but one of the special variables ),( srx


 .  

�(�) = � � ���� � ���� … � ���� �∗(��, ��, … , ��)�(��, ��, … , ��) Eq. 1.41 

Here �� represents position co-ordinates, (r) determines the probability of 

finding any of the N electrons within the volume element dr or the total number of 

electrons N is obtained by integrating electron density over all space. i.e., 

� = � �(�)�� Eq. 1.42 

Electron density is three dimensional irrespective of the number of electrons 

present, whereas wavefunction for an N-electron system is a function of 3N spacial co-

ordinates. Therefore DFT can be applied to much larger systems with hundreds and 

thousands of atoms. Electron probability density ρ is a function ρ(r) of a point in space 

located by radius vector r measured from an origin and the energy E is a function of its 
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electron density,. � = �(�). Thereby energy E is a functional of r, � = [�(�)]. Electronic 

energy is a functional of electron density and one-to-one correspondence exists 

between them. 

1.2.3.1. Thomas Fermi Density Model 

In 1920s the work of Thomas and Fermi paved the foundations of the density 

functional theory, which introduced the idea of expressing the energy of the system as a 

function of electron density. This method forms the conceptual basis for the density 

functional theory. In Thomas-Fermi model330-332 the kinetic energy is derived from 

quantum statistical theory based on uniform electron gas model and the nucleus-

electron and electron-electron interactions are treated classically. 

Kinetic energy (TTF) of an electron gas is expressed as, 

���[�(�)] =
3

10
(3��)�/� � ��/�(�) �� Eq. 1.43 

 The equation implies to the approximation that the kinetic energy of electrons 

depends on the electron density only. To this adding the nucleus-electron and electron-

electron interaction energy we can obtain the total energy in terms of electron density 

as, 

�[�(�)] =
3

10
(3��)

�
�� � �

�
�� (�)�� + � �

1

2
�(�)�� +

�

�
�

�(��)�(��)

|�� − ��|
������ Eq. 1.44 

The second term in the equation is the nucleus-electron interaction whereas the 

third term is the electron-electron interaction. Even though chemically unusable 

because of inaccuracy, Thomas-Fermi model is the first time in history where it has 

been shown that energy can be expressed solely using electron density. 

1.2.3.2. Hohenberg-Kohn Existence Theorem 

The theory is originated with Hohenberg and Kohn theorem which stated that the 

ground state electronic energy of a molecule can be determined from the electron 

density instead of wavefunction. Electron density is expressed as a linear combination 

of basis functions which are mathematically similar to HF orbitals used for construction 

of determinants which acts as Kohn-Sham orbitals. From this determinant of orbitals 

the electron density calculated is used in computation of energy. In DFT integrals for 
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coulomb repulsion need to be done only over electron density a three dimensional 

function. 

Thomas and Fermi theorem were further enforced by Hohenberg and Kohn in the 

year 1964 by formulating and proving a theorem which has strong mathematical 

foundation.335 It stated (i) there is one to one correspondence between the external 

potential and the electron density; (ii) the ground state energy can be obtained 

variationally. This implies that the density that minimizes the exact energy is the 

ground state energy of the system. That means ground state energy is directly related to 

ground state electron density. Energy functional can be expressed as sum of terms 

arising from electron interaction with the external potential field and the term that 

represents the sum of kinetic energy of electrons and interelectronic interaction 

contributions.  

�[�(�)] = � ����(�)�(�)�� + �[�(�)] Eq. 1.45 

The equivalent Schrodinger equation in DFT can be written as, 

�
��[�(�)]

��(�)
�

����

= � Eq. 1.46 

In the equation μ is a Lagrangian multiplier with specific chemical potential for the 

electron for its nuclei. For a set of interacting electrons a practical way to solve the 

Hohenberg-Kohn theorem is suggested by Kohn and Sham.334 Kohn and Sham wrote the 

electron density of the system as the sum of the square moduli of a set of one-electron 

orbitals.   

�(�) = �|��(�)|�

�

���

 Eq. 1.47 

F[ρ(r)] is expressed as a sum of three terms, viz. kinetic energy EKE[ρ(r)], the 

electron-electron Coloumbic interaction EH[ρ(r)] and exchange and correlation 

contributions EXC[ρ(r)]. 

�[�(�)] = ���[�(�)] + ��[�(�)] + ���[�(�)] Eq. 1.48 

These terms can be expressed mathematically as follows, the kinetic energy of a 

system of non-interacting electrons, 
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���[�(�)] = � � ��(�) �−
∇�

2
� ��(�)��

�

���

 Eq. 1.49 

Hartree electrostatic energy between electrons, 

��[�(�)] =
1

2
�

�(��)�(��)

|�� − ��|
������ Eq. 1.50 

Therefore within Kohn-Sham scheme, the full expression for energy of an N-

electron system can be written as, 

�[�(�)] = � � ��(�) �−
∇�
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� ��(�)�� +

�

���
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�(��)�(��)
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������ + ���[�(�)]
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�(�)��
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Eq. 1.51 

EXC [ρ(r)] is the error made in the use of the non-interacting kinetic energy and the 

same in treatment of the electron-electron interaction.  Applying suitable variational 

condition and introduction of the term for electron density, we get the one electron 

Kohn-Sham equation where εi is the orbital energies. 

�−
∇�

2
− ��

��

���

�

���

� +
�(��)

���
��� + ���[(��)]� ��(��) = ����(��) Eq. 1.51 

In the equation, VXC is called the exchange-correlation potential which is exchange 

correlation energy per electron density. 

���[�] =
����[�(�)]

��(�)
 Eq. 1.53 

1.2.3.3. Exchange-correlation Functionals 

The exchange correlation energy is divided into two terms; an exchange term Ex 

corresponding to the electron interactions of same spin electrons and a correlation Ec 

corresponding to the electron interaction of opposite spin. 

���[�(�)] = ��[�(�)] + ��[�(�)] Eq. 1.54 

Xu and Goddard in 2004 made a statement in which the inability of Kohn-Sham 

DFT for the generation of the exact form of exchange-correlation functional, Vxc.336 For 

practical purposes, the modification of the electron-correlation potential have been 
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done by several methods viz. (i) local density approximation (LDA) (ii) generalized 

gradient approximation (GGA) (iii) meta-GGA (iv) hybrid functional. 

The simplest approach for the modification of correlation correction functional is 

the local density approximation.332, 337, 338 In this method, the exchange-correlation 

energy at any point in space is a function of electron density at that point and is given 

by the electron density of a homogenous gas of the same density. The exchange 

functional is given as  
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���[�(�) = −

3
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3
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�

�
��

� �
�

�� (�)�� Eq. 1.55 

LDA is expected to work for systems with slowly varying electron densities, but 

failed in the cases of even semiconductors and insulators due to the large cancellations 

in the exchange part. Example for LDA functional is S-VWN. A more generalized 

application of LDA proposed by Slater et al. is called the local spin density 

approximation (LSDA).339 In this spin densities are included in the functional so that the 

many conceptual problems in LDA is solved. The exchange functional in LSDA is given 

by, 
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(�)� �� Eq. 1.56 

α and β represents the spin up and spin down respectively.   

Separately obtaining the correlation energy Ec from exchange energy is difficult in 

the LDA.  By incorporating the Monte Carlo results Vosco et al have developed different 

formulations of this functional, termed as Vosco-Wilk-Nusair or VWN functionals.340   

The generalized gradient approximation methods (GGAs) make the assumption 

that the exchange correlation energies depends on the gradient of the density, ��(�) in 

addition to the electron density.   In the molecules the electron density varies rapidly 

over a small region of space, this leads to the formulation of GGA. The exchange 

correlation corresponding is given as, 

������(�), ��(�)� ≡ � ���( ��(�), ��(�), ∇��(�)��(�))��� Eq. 1.57 

The exchange part of EXC was proposed by Perdew and Wang (PW86)341 and 

correction part was proposed by Becke in 1988 (B88).342 The gradient correction to the 
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correlation part was  proposed by Perdew (P86)343, Perdew and Wang in 1991 

(PW91)344, by Lee, Yong and Parr (LYP)345 and in 1996 by Perdew, Burke and Ernzerhof 

(PBE)346.  

Meta-GGA functionals which depends on density, its gradient and higher order 

density gradients have significant improvement over  GGA methods. They involve the 

derivatives of the occupied Kohn-Sham orbitals. Example for meta-CGA is M06-L 

method, a Minnesota functional.  

A hybrid density functional (H-GGA) method which was introduced in 1993, 

combines the exchange correlation of a GGA method with a percentage of HF 

exchange.347 The exact HF exchange amount is semiemperically fitted from 

experimental aromatization energies, ionization potentials, proton affinities, total 

atomic energies and other data. Example for hybrid GGA is B3LYP and for hybrid meta-

GGA are M05-2X and M06-2X. Formulation of hybrid DFT was a turning point in the 

history of computational chemistry, which made the DFT an accepted everyday tool 

globally.  

1.2.3.3.1. Minnesota Functionals 

A suite of approximate exchange-correlation functionals termed as Minnesota 

functional was presented and parameterized by Zhao and Truhlar.348-355 The first family 

of functionals is termed M05 family, which is composed of M05, global hybrid functional 

with 28% HF exchange and M05-2X, a global hybrid functional with 56 % HF exchange. 

These were constructed using the strategies of constrain satisfaction, empirical fits and 

mixing Hartree-Fock and approximate DFT exchange.356, 357 The second family of 

functional is termed M06 family which is more improved than the M05 family 

consisting of M06-L352, revM06-L358, M06354, M06-2X354 and M06-HF353. M06-L is the 

local functional with 0% HF exchange and is constructed using the strategies of 

constraint satisfaction, modeling the exchange-correlation hole and empirical fits. A 

modified version for smooth potential curves and accuracy called revM06-L is 

constructed recently. M06 is a global hybrid functional with 27% HF exchange, useful 

for thermo chemistry, non-covalent interactions and organometalics. Global hybrid 

functional with 54% HF exchange is termed M06-2X which can be useful in the kinetics 
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calculations also other than those described for earlier cases. Global hybrid functional 

with 100% HF exchange is termed M06-HF and is useful in charge-transfer TD-DFT and 

other processes. M08, M011, M012 and M015 families of electron correlation methods 

are also in use, which has different groups under each of them based on the percentage 

of HF exchange. M08 family is improvement of M06-2X functional, whereas M011 

family introduces range-separation in functionals, M012 family uses a non-separable 

functional form and M015 family is also based on non-separable form of functionals 

without the range separation.349, 355, 359-363 

1.2.3.4. Time-Dependent Density Functional Theory (TD-DFT) 

Ground-state DFT is concerned with systems when the all external potential are 

stationary, which can be described by time-independent Schrödinger wave equation. 

During the situations like an atom or a molecule is under the influence of external 

electromagnetic field, electron or proton scattering and the excited state of molecules 

etc, this ground state DFT fails. For the treatment of electronically excited states (EESs), 

DFT should be modified to account for the time-dependent (TD) nature of 

electromagnetic waves, since EESs are generated as a result of light-matter 

interactions.300 This leads to the exact solution of Schrodinger wave equation named 

Time-dependent density functional theory (TD-DFT).279 Thereby, TDDFT is a tool which 

is used for the computation of electronically excited state signatures, like optical spectra 

of molecules, non-linear optics, photochemistry etc. Prediction and rationalization of 

absorption spectra of several systems have been done using TD-DFT.301-305 The nature 

of the geometry of the excited states and the simulation of fluorescence spectrum of the 

concerned geometry have been extensively studied by TD-DFT.306, 307 

Earlier excited states were treated by methods like ΔSCF approach. In 1999 it 

has been reviewed that excited states can be treated within the DFT framework.280, 364 

The basic ideas of ground state density functional theory (DFT) are extended to time-

dependent DFT for treatment of excitations and other general time dependent 

phenomena. DFT relies on wave functions and many body Schrödinger equation, 

whereas TD-DFT depends on one body electron density, n(r,t).  
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A system of N electrons with coordinates r = (r1….rN) obeys the time-dependent 

Schrodinger equation which is given below, 

�
�

��
�(�, �) = ��(�, �)�(�, �) 

Eq. 1.58 

The wavefunction at a time t is a functional of the wavefunction at time t0, 

�[��](�). The absolute square of the electronic wavefunction, |�(�, �)|� is interpreted 

as the probability of finding the electrons at position r. N-electron TD-Schrodinger 

equation is solved typically using approximations like Frenkel-Dirac stationary action 

principle365-367  when the action,  

�[�; ��](�, ��) = � �〈�[��]��′� ��
�

��′
� �[��](�′)〉 − �[��](�′)� ��′

�

��

 Eq. 1.59 

is made stationary with respect to variations of ψ[ψ0]t’ on the interval t’ and subjected 

to the constraints  

��[��](��) = ��[��](�) = 0 Eq. 1.60 

Therefore here 

�[��](�) = 〈�[��](�)|��|�[��](�)〉 Eq. 1.61 

is instantaneous energy which contains system dynamics from previous times. The 

approximate equation of motion is developed from any approximate instantaneous 

energy expression. Setting δψ[ψ0](t) as zero is not accurate, since the boundary 

condition ψ0 also determines δψ[ψ0](t). Taking this  into account Frenkel-Dirac-Vignale 

stationary action principle368 becomes 

��[�[��](�, ��) = �〈�[��](�)|��[��](�)〉 Eq. 1.62 

And the only constraint that the above equation is subjected to is  ��[��](��) = 0  

implying the equation to be satisfied over the time interval (t0,t). Also 

�〈�[��](�)|��[��](�)〉 is set to zero in the Frenkel-Dirac formulation. Replacing the 

instantaneous energy in Frenkel-Dirac equation with the Kohn-Sham energy and the 

wavefunction with Kohn-Sham determinant, Frenkel-Dirac stationary condition leads to 

the TD Kohn-Sham equation which was used in calculation of photo-absorption cross 

sections of rare gas atoms369  without the formal justification. 



37 
 

�−
1

2
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���(�)
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 Eq. 1.63 

The Hamiltonian can be written in the form 

�� = ��(�) + �� (�) + �����(�, �) Eq. 1.64 

In the equation, the first term represents the kinetic energy of electrons, while ��   

represents the Coulomb repulsion between the electrons and �����(�, �) is time-

dependent external potential. 
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 Eq. 1.66 

The theoretical foundations of TD-DFT is laid by the pioneering work of Runge 

and Goss279 in which the time-dependent analogue of HK theorem335 is proved and 

developed a KS scheme334 for time dependent instances. Runge and Gross incorporated 

the description of time-dependent phenomena into the DFT formulism by generalizing 

the Hohenberg-Kohn theorem into time dependent densities and potential. According to 

Runge-Gross theorem, there is one to one correspondence between the time-dependent 

external potential,  ����(��) and the time-dependent electron density, �(��) for a fixed 

initial state.  This can be treated as generalized Hohenberg-Kohn theorem. The density 

of the interacting system can be written as follows 

�(�, �) = � |ɸ�(�, �)|�

���

�

 Eq. 1.67 

The orbitals ɸ�(�, �) can be used to satisfy the time-dependent Kohn-Sham 

equations, 

�
�ɸ�(�, �)

��
= �−

∇�

2
+ ��[�](�, �)� ɸ�(�, �) Eq. 1.68 

The exchange correlation potential can be defined by, 

��[�](�, �) = ����(�, �) + � ��′
�(�′, �)

|� − �′|
+ ���(�, �) Eq. 1.69 

Runge-Gross theorem is the time-dependent extension of the ordinary 

Hohenberg-Kohn theorem. In static quantum mechanics, the ground state of the system 
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can be determined through the minimization of the total energy functional, i.e., there 

exists a one-to-one correspondence between the time dependent external potential and 

the time-dependent electron density. This implies that the wavefunction is determined 

up to an arbitrary phase factor, 

�(�) = ����(�)ψ[�, �] Eq. 1.70 

Runge-Gross formulation of TD-DFT is limited to the applied electric field only. 

Magnetic field effects being significantly feeble in case of molecular property studies, 

this appears satisfactory in such cases. By introduction of a current density dependence 

and exchange correlation vector potential, TD magnetic fields can also be included in 

TD-DFT. 

�[ɸ] = 〈ɸ|��|ɸ〉 Eq. 1.71 

In time-dependent systems, there is no variational principle on the basis of the 

total energy since it’s not a conserved energy, but on the quantity analogous to energy, 

the quantum mechanical action. 

�[ɸ] = � �� 〈ɸ(�) ��
�

��
− ��(�)� ɸ(�)〉

��

��

 Eq. 1.72 

Electronic absorption spectra using the LR theory is calculated using TD-DFT 

which is one of the major applications of the method. Calculation of induced dipole 

moment, ����(�) which is the difference between the TD and permanent dipole 

moments of the system, after propagating the Kohn-Sham orbitals in presence of a small 

dynamic perturbation �����(�, �) = �(�) is involved in the calculation of absorption 

spectra. The dynamic polarizability α is defined by the linear term given below. 

����(�) = � ��� − �′����′�� �′ Eq. 1.73 

Applying Fourier transform, we can get it as α(ω)=μ(ω)/Ԑ(ω), also having sum-

over-states form, we can write as 

�(�) = �
��

��
� − ��

���

 Eq. 1.74 

where �� and �� are vertical excitation energies and the corresponding oscillator 

strength respectively.  The Laurentian broadened stick spectrum is obtained as  
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�(�) =
2�

�
���(� + ��) Eq. 1.75 

The modelling of absorption spectra itself is an indication of use of TD-DFT for the 

excited state phenomena like fluorescence, intersystem crossing, phosphorescence etc. 

TD-DFT providing only the excitation energy makes it necessary to calculate the excited 

state PESs by addition of excited state energy obtained from TD-DFT to the ground state 

energy obtained by static ground state DFT. 

��
������ ≡ ��

��� + ��
������ Eq. 1.76 

where  �� is the excitation energy.  The TD-DFT fluorescence energy is a TD-DFT singlet 

excitation energy which is calculated at the optimized geometry of the singlet excited 

state. The Stokes shift corresponding to this phenomenon is the difference between the 

absorption and fluorescence energies. 

������� = ���� − ����� Eq. 1.77 

The vertical absorption and fluorescence energies can be written as a function of 

energy and the geometry of the system at electronically excited state (EES) and ground 

state (GS), which is shown in the equations 1.74 and 1.75. 

���������� = ������� − ������ Eq. 1.78 

���������� = �������� − ������� Eq. 1.79 

Comparison of TD-DFT results with accurate spectroscopic information shows 

that the excited state structures , dipole moments, vibrational frequencies for small 

systems have equivalent accuracy as that of ground state DFT methods.306 this stands as 

a validation of TD-DFT as a tool for understanding the excited state properties. These 

findings are confirmed by studies on other systems and correlated ab initio results.370-

372 KS reference has enhanced stability compared to HF reference which is an advantage 

that makes TD-DFT reasonable method. TD-DFT is very effective and widely used in the 

analysis of condensed PAHs.373-377 

1.2.4. Hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) 

Methods 

Quantum mechanical methods (QM) can compute the ground state and excited 

state properties of molecular systems pretty accurately and can model chemical 
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reactions; but for larger systems it’s computationally expensive. Molecular mechanics 

(MM) is able to model very large models quickly but compromising on the accuracy 

level. The hybrid QM/MM method includes the strength of both quantum mechanics 

and molecular mechanics, which are accuracy and speed respectively. The method is 

generally applied to properties like molecular energies and structures, energy and 

structure of transition states, atomic charges and reaction pathways etc.378 In this 

method a system is treated separately where the active site will be treated by accurate 

QM method, whereas the rest of the molecule will be treated with the help of molecular 

mechanics or other computationally inexpensive techniques.379-381 The most used 

method is ONIOM (Our N-layered Integrated molecular Orbital + molecular Mechanics) 

method developed by Morokuma and co-workers, which applies different levels of 

theory to different parts of a system yielding reliable results.382-384 

1.2.5. Molecular Dynamics (MD) and Monte-Carlo (MC) Simulations 

Molecular properties are very sensitive to the temperature and the environment, 

the effects of which can be incorporated by statistical mechanics means. Two major 

techniques used for the generation of an ensemble are molecular dynamics (MD) and 

Monte-Carlo (MC) simulation. Time dependent behavior such as vibrational or 

Brownian motion of molecular systems are simulated using molecular dynamics.385, 386 

The Newtonian classical laws of motion are used for calculating the energy of the 

system. Thermodynamic quantities, diffusion constants, correlations functions etc can 

be calculated using MD simulations. This method generates a series of time-correlated 

points in the phase space or a trajectory by the propagation of a starting set of 

coordinates and velocities according to the Newton’s second law by a series of finite 

steps. There are three types of MD technique viz. classical MD, ab-initio MD (AIMD) and 

Born-Oppenheimer MD (BOMD).   

In classical MD the force on atoms are derived from classical potential such as 

Leonard-Jones, Buckingham etc, which do not describe electronic motion making the 

method computationally cheap. In MD the state of a system at any future time is 

predicted from its current state.387 The local atomic properties like chemical bonding 

are difficult to account for in classical MD and dynamics of large molecular systems 



41 
 

nuclear motion is computationally expensive. Ab initio MD succeeds in this areas where 

classical MD fails. In this method of ab-initio MD the atomic motion is simulated using 

quantum mechanically calculated forces, whereas the heavier nucleus movement is 

considered classical using Newton’s equation of motion.388, 389 Car and Parrinello in 

1985 demonstrated the field of AIMD as a combination of MD technique with DFT and 

termed it as CPMD.390 A set of techniques which are based on the minimization of the 

electronic orbitals to the ground state at every step are termed Born-Oppenheimer 

molecular dynamics (BOMD). In this method time-independent Schrodinger wave 

equation is solved when the nuclei is propagating through classical molecular dynamics.  

Techniques in which solutions are made by approximating through statistical 

sampling are termed Monte Carlo simulations.391 The sampling is possible by applying 

the probability theory on the mathematical expression. Main positive about MC 

simulation is the ability of easy parallelization, enabling for ideal method that can be 

used in large CPU clusters. These are free from the restrictions of Newton’s equations of 

motion solutions therefore no dynamical information can be obtained from the 

traditional Monte Carlo simulations. Another drawback is the difficulty in simulation of 

protein where large scale movements are happening in an explicit solvent.  

1.2.6. Molecular Mechanics  

When the size of the molecule is very big, ab-initio and semi-empirical methods 

cannot be used for modeling such systems. In such situations, another way for modeling 

is used which completely avoids quantum mechanics, but uses molecular mechanics 

also called force field method. It uses classical Newtonian methods in description of 

structure as well as properties of molecules.392, 393 Bio-molecules like protein, DNA, RNA 

etc are examples for such systems which are modeled using molecular mechanics. This 

method is generally most useful as the primary tool of computational biochemists. The 

wave function or the electron density use is nil in such calculations.  

Predictions of transition states and equilibrium geometries as well as the relative 

energy between two conformers or molecules is done considerably well by this method. 

In molecular mechanics, the energy is represented as a simple equation of the energy of 

the compound. Such set of equations and associated constants are termed a force field. 
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The main assumption that we make in MM method is that the energy change associated 

with a particular molecular motion will be same in all molecules, for example the 

stretching energy of C-C bond will be of equal magnitude in all the systems in the  

universe, this is termed as transferability of parameters. Also the molecules are 

considered as the collection of atoms which are connected via elastic forces. The 

potential energy associated with structural features of molecules like bond lengths, 

bond angles, etc are the sources of these forces. 

���� = ���� + ���� + ���� + ��� + ���� Eq. 1.80 

Estr represents the energy associated with stretching of bonds, Eang is energy 

associated with the angular distortion that is associated with the distortion of bond 

angles from the equilibrium position, Etor is associated energy change with respect to 

the change in torsional angle, Enb is energy associated with non-bonded interaction 

while Ecol represents the Coulombic force arising energy. The functional form of the 

force field can be given as equation, 
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Eq. 1.81 

In the equation Kr is the force constant for the bond when it’s stretched, and r, and 

req represents bond lengths when stretched and at relaxed state respectively. For the 

second term that represents angular energy, the force constant due to angular 

distortion and the distorted angle as well as equilibrium angle is given. For the third 

term Vi is Fourier coefficients and γ is the torsional angle. Non bonded interactions are 

approximated using Leonard-Jones potential, where rij is distances between centers of 

non-bonded atoms, which is used in calculating the Coulombic energy of non-bonded 

atoms having charge qi  and qj.  

1.2.7. Basis Sets 

A set of mathematical functions using which the wavefunction can be effectively 

constructed are termed basis set. The linear combinations of predefined set of non-

orthogonal one electron wave functions which are used to build molecular orbitals are 
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termed basis sets. The weights or the coefficients of these combinations are to be 

determined. The basis sets are majorly of two types viz. Slater type orbitals(STO)394 and 

Gaussian type orbitals (GTO)395, 396 The very first basis sets that were used for 

calculations were STO’s which area set of functions which decays exponentially with the 

distance from the nuclei. That implies STOs have exponential dependence in the form of 

����and is given by the following mathematical expression, 

��,�,�,�(�, �, �) = ���,�(�, �)�������� Eq. 1.82   

Where N is the normalization constant, Yl,m is spherical harmonic functions. STOs are 

mainly used for atomic and diatomic systems where high accuracy is needed. These are 

also used with density functional methods that do not include exact exchange and 

Coulomb energy calculation is done by fitting the density into a set of auxiliary 

functions.  

Gaussian type orbitals395 are written in terms of polar and Cartesian coordinates 

systems as given in equation 1.83 and 1.84 below. 

��,�,�,�(�, �, �) = ���,�(�, �)������������
 Eq. 1.83 

��,�,�,�(�, �, �) = ���������������
 Eq. 1.84 

The sum of lx, ly and lz determines the type of the orbital, when all these indices are 

zero, the GTO has a spherical symmetry and is called an s-type GTO. ξ represents the 

width or spread of the orbital and x,y,z are the Cartesian coordinates. GTOs have r2 

dependence in exponential unlike STOs where the dependence is r in exponential, 

which makes GTOs inferior to STOs. GTOs yield poor ability in the representation of the 

proper behaviour near the nucleus, and falls off too rapidly far from the nucleus when 

compared with an STO.  

The type of the function (STO/GTO), the location (nuclei) and the number of 

functions are the most important aspects of the generation of basis sets. The smallest 

number of functions possible is termed minimal basis set, in which only the necessary 

functions are used to contain all the electrons of neutral atom. The minimal basis set for 

H and He is single s-function, for first row elements two s-functions and one set of p-

functions and for second row elements, three s-functions and two sets of p-functions. 

The next improvement to minimum basis set is the doubling of all basis functions, 
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which results in double zeta (DZ) type basis. Doubling the number of basis functions 

gives a better description of the phenomena of different electron distribution in 

different directions. Doubling the number of valance orbitals only produces split 

valence basis which is widely used than DZ. Further improvement in basis set size is 

called triple zeta, which contains three times the functions as that of minimum basis set. 

Quadruple zeta (QZ) and Quintuple/Pentuple Zeta (PZ or 5Z) are also used. Higher 

angular momentum functions also known as polarization functions are another 

important function to account for the difference in electron distribution along and 

perpendicular to the bond. In this p-orbitals introduces a polarization of s-orbitals, d-

orbitals are used for polarizing p-orbitals, f-orbitals for d-orbital polarization, etc. 

polarization functions are mandatory in methods using electron correlation. Single set 

of polarization means p-functions on hydrogen and d-functions on heavy atoms, adding 

which to the DZ basis forms double zeta plus polarization (DZP) type basis  

 STOs are not amenable in calculations involving molecular orbitals, since some of 

the integrals are difficult to evaluate when AOs are centered on different nuclei. Up to 

four centered integrals are feasible in STOs if they are centered on single atom, but if 

atomic orbitals are centered on two or more atoms evaluation of even three centered 

integrals also become difficult if not impossible. Thereby GTOs are mostly used in 

computational calculations. There are varieties of Gaussian basis sets available which 

are continuously improved over the years. The simplest GTOs are the single-zeta 

Gaussian basis set which is commonly called as minimal basis set. The most popular 

single-zeta basis set is STO-3G consists of three primitive GTOs. Inner shell orbitals 

being inactive participants in calculations, they are described with single Slater orbital 

and double or triple zeta are used for the valance electrons. This is Called split-valance 

basis set. 3-21G and 6-31G are examples for such basis sets. 3-21G shows a single basis 

set consisting of 3 Gaussian functions for inner electrons and the valance electrons are 

represented by two separate basis functions, one consisting of two Gaussian functions 

and the other one Gaussian function. In 6-31 the number of Gaussian functions are six 

and are increased. Polarization functions or diffuse functions are used in elaborating 

the basis sets. The electron cloud deformality which arises due to the interaction 

between atoms is called polarization which is denoted using * or **describing the use of 
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extra set of d-orbitals for heavy atoms and p-orbitals for hydrogen. This can also be 

done adding (d) or (d,p) after G in basis set. The spreading of electron density over the 

molecules are added using the diffuse functions which is denoted by + or aug in the 

name of basis set and when diffuse functions are added to hydrogen atoms also we use 

the notation of ++. 

1.2.8. Molecular Electrostatic Potential (MESP) 

The most fundamental quantitative law in electrostatic is given by Charles 

Augustin de Coulomb in 1784, describing the force of attraction or repulsion between 

two point charges as directly proportional to the product of the quantity of charge and 

inversely proportional to the square of the distance between the charges. This law can 

be mathematically expressed as  

� =
������

4�����
 Eq. 1.85 

where q1 and q2 are point charges separated by a distance of r in vacuum, ȓ is a unit 

vector that joins the position vectors q1 and q2 and 4ε0 is the constant of 

proportionality in SI units. In a medium ε0 is replaced by an appropriate constant ε, 

called permittivity of the medium. Ε0 value equals to 8.854 x 10-12C2N-1m-2. 

Intensity of an electric field (E) is defined as force acting on unit test charge placed 

at a reference point in the field. Therefore, the field due to a fixed point charge q present 

at a position r is given by 

� =
��

4���|�|�
 Eq. 1.86 

The unit of which is Newton per Coulomb. 

Now considering the principle of superposition involving a system of two or more 

charges (qα) , the electric field is given as the vector sum of all the fields Eα produced by 

individual charges. 
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 Eq. 1.87 

Coloumbic electrostatic potential, V(r) at a point is similar to the electrostatic 

potential (ESP) at a point due to a collection of discrete charges qα located at rα.  
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 Eq. 1.88 

Considering a continuous distribution of charge over space is responsible for the 

ESP, instead of discrete charges, potential generated at a reference point r is ρ(r′)d3r’/|r-

r′|. The potential generated by entire charge distribution is obtained by integrating it 

over the entire space. 

�(�) =
1
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�(�′)���′

|� − �′|
 Eq. 1.89 

Combining equation 1.88 and 1.89, the electrostatic potential for the combination 

of discrete charges qα  placed at rα  and distribution ρ(r) is obtained as given below. 
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The molecular electrostatic potential206, 397 at a given point near a molecule is the 

force acting on a positive test charge located at that position through the electrical 

charge cloud generated through the molecules electron and nuclei. It can be regarded as 

the potential of a molecule to interact with an electric charge located at a position r. The 

-electron cloud of the molecules is seen in the MESP isosurface lobes and the most 

negative valued MESP (Vmin) is useful for comparing the relative electron rich character 

of the -regions in different molecules.398, 399 A positive charge is attracted to the 

regions in molecule where V(r) is negative and is repelled from the regions where the 

value is positive.  MESP is calculated from the electron density ρ(r) using the equation 

1.91:400 
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 Eq. 1.91 

where Zα is the charge of the nucleus α located at Rα  and r’ is an arbitrary integration 

variable. V(r) is expressed as a sum of two terms, the bare nuclear potential and the 

electronic contributions respectively. Molecular geometry is the deciding factor in the 

measurement of electrostatic potential according to the above equation. And the value 

of V(r) is positive in the regions which are close to the nuclei and is negative in electron 
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rich regions. Electron densities can have non-negative values only, yet the quantity V(r) 

which is derived from electron density can have positive, zero and negative values.  

MESP topography provides an excellent picture of molecular reactivity, 

intermolecular interactions and a variety of chemical phenomena. Identifying the most 

negative valued MESP (Vmin) positions in a molecule is useful for understanding the 

electron localization/delocalization character of -regions in molecules.215, 216  for a 

typical polycyclic aromatic hydrocarbon coronene, the MESP isosurface with 

highlighted regions of Vmin is shown in Figure 1.5. Vmin analysis has been previously 

used for studying the Clar’s aromatic sextet theory of polycyclic aromatic hydrocarbons 

and related systems.210, 218, 219  In the thesis MESP analysis is mainly used for 

quantification of aromaticity as well as the tool for electron delocalization visualization. 

 

Figure 1.4. MESP isosurface of coronene molecule with the location of Vmin highlighted. 

1.2.9. Harmonic Oscillator Model of Aromaticity (HOMA) 

Harmonic oscillator model of aromaticity (HOMA) is a geometry based aromaticity 

measurement that has been widely used for the quantification of planar individual 

rings. Julg et al401 in 1967 constructed a normalized function of the CC-bond lengths 

variance in the case of carbocyclic π-electron systems given by the equation, 
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�
� �1 −

��

���
�

�

���

 Eq. 1.92 

where n is the number of peripheral bonds of length Ri and Rav is the mean value of all 

the bond lengths. Normalization constant 255 is chosen so that in the case of a perfect 

aromatic system of Kekúle’s benzene, the Aj value assumes zero. When all the bond 

lengths are same the value becomes equal to 1. Julg’s idea was modified in the year 
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1972 by replacing the mean bond length with the theoretical quantity the optimal bond 

length, Ropt . Ropt is the bond length which will be realized only on a fully aromatic 

system.141 

The assumption which is the foundation of HOMA model is that the harmonic 

oscillator energy of extension or compression of a bond depends on the force constants, 

which are in turn depends on the bond lengths. The length of a bond for which the 

energy requirement is same for the extension into a single bond and compression into a 

double bond is termed optimal bond length. The basis of HOMA is the assumption that 

the change in C-C bondlengths causes the energy changes in hydrocarbon ring systems. 

According to harmonic oscillator model the energy change (ΔEr) corresponding to bond 

r is proportional to the square of the bond length change. 

∆� =
1

2
��(� − ��)� +

1

2
��(� − ��)� Eq.1.93 

In the equation s and d refers to single and double bonds respectively and k is 

their respective force constants. The reference values take are the CC bond length in 

ethane (RC-C=1.524 Å) as single bond and that in ethene (RC=C=1.334 Å) for double bond, 

considering the relation between the force constants for double and single bonds as 2:1.  

Then the formula for Ropt  is given as  

���� =
(���� + 2����)

3
= 1.397 Eq. 1.94 

Optimal bond length is calculated by normalization of total energy change over all 

bonds and is given as 

���� = (���� + ����)/(�� + ��) Eq. 1.95 

The experimental value of benzene bond length obtained by the X-ray 

measurement at 10 K is 1.398Å402, which is in good agreement with calculated value by 

this method. The formula for HOMA is given as follows: 
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 Eq. 1.96 

where α=98.89 is an empirical normalization constant, chosen in such a way that 

HOMA=0 for a model nonaromatic system and HOMA=1 for a system where all bonds 

are equal to the Ropt=1.397 Å, n is the number of CC bonds taken into consideration, Ropt 
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is the optimal aromatic bond length and Ri is the experimental or computed bond 

length. The values for  and Ropt major bonds that have been used in this thesis is given 

in Table 1. For a perfect aromatic system the HOMA value is 1 and for non-aromatic 

ones the value approaches zero. 

Table 1.1.  and Ropt values of typical  bonds.98 

 Type of bond  Ropt(Å) 

CC 257.70 1.388 

CN 93.52 1.334 

CB 138.06 1.564 

CO 157.38 1.265 

HOMA is split into energetic (EN) and geometric (GEO) contributions by 

Krygowski et al in 1996,403, 404 according to the relation HOMA=1-EN-GEO. The splitting 

lead to the discovery that the HOMA index can be greater than 1 for systems in which 

Rav is lesser than Ropt.  The bond length alternation is measured by the GEO part, while 

EN term indicates the bond elongation in the ring.405 The equation for both these terms 

are given below. 
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�� = �(���� − ���)�            for ���� <  ��� Eq. 1.98 

�� = −�(���� − ���)�          for ��� <  ���� Eq. 1.99 

For systems having larger Ropt values when compared to Rav value, the HOMA 

value can be greater than 1. 

1.2.10. Nucleus Independent Chemical Shift (NICS) 

Magnetic criteria of aromaticity is popularly described in terms of Nucleus 

independent chemical shift (NICS) index as portrayed by Schleyer and co-workers.111 

This method is the most popular method for the determination of the magnetic 

properties of molecule. The aromaticity and non-aromaticity of single ring systems and 
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Figure 1.7. Picture showing the position of ghost atom for the calculation of NICS(0) and 

NICS(1) for benzene ring 

1.3. Conclusions 

 Polycyclic aromatic hydrocarbons and linear polyacene analogues makes an 

excellent electronic material for the organic electronics industry since these class of 

molecules have tunable electronic and structural properties LPAs beyond pentacene are 

highly unstable and Remarkable optical properties like hot luminescence, saturable 

absorption and broadband applicability render PAHs an ideal photonic and 

optoelectronic material. Accessing of the stability of such systems is done with the 

understanding of aromaticity. In part A of chapter 1, the peculiarities of PAHs the 

multidimensionality of aromaticity is briefly discussed with examples for energetic, 

geometric, magnetic and electronic criteria. The excited state properties which are 

beneficial in the assessment of optoelectronic features of systems are given special 

emphasis and is discussed in the part A of Chapter 1. Theoretical investigations are 

most beneficial for the effective tuning of optoelectronic properties of benzenoid 

systems and the understanding of the phenomenon of aromaticity. The main focus of 

the thesis is to analyze the structure-property relationships of these systems in both 

ground and excited states using computational methods.  

Prediction and calculation of molecular structure and properties can be done 

using computational chemistry methods, which involves the laws and equations that 

are applicable to the atomic and subatomic systems. Commonly used methods in 

computational chemistry and their theoretical sides are elaborated in the Chapter 1. An 

account of DFT methods which is the theoretical method we have adopted in 

calculations in this thesis is given in details.  TD-DFT methods and its formulation is 

also detailed in part B of Chapter 1, which is used in the excited state calculations in the 

NICS(0) NICS(1)
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thesis. Various methods and their principles adopted in quantification of aromaticity 

like HOMA, NICS and MESP analysis are also outlined.   

1.4. Scope of the Thesis 

The present thesis focuses on the designing and structure-property relationships 

of linear polyacenes (LPAs) analogues and polycyclic aromatic hydrocarbons (PAHs). 

Aromaticity and stability of the designed molecules are analysed using various methods, 

like structural (HOMA), energetic (dehydrogenation energy), magnetic (NICS) and 

electronic (MESP) criteria. The design and study of long chain linear polyacene 

analogues containing hetero-atoms in the acene structural skeleton (LPA mimics) are 

important due to potential applications of such molecules in optoelectronic devices. To 

reveal their stability, aromaticity, electronic character, HOMO-LUMO energy gap and 

singlet-triplet energy gap of LPA mimics, theoretical DFT calculations are carried out on 

them. In short, by adjusting the length of LPA unit as well as by choosing the 

appropriate number of heterocyclic rings for annulations, an LPA mimic showing the 

desired band gap and ∆EST gap can be designed for potential applications in the 

fabrication of efficient optoelectronic devices. The absorption maxima values can also 

be tuned, and made absorb or emit radiation of specific wavelength by the adjustment 

of length of LPA and number of heterorings as in the case of band gap. The molecular 

orbital representation gives the idea about the structure and orientation of the frontier 

molecular orbitals which is helpful in the prediction of the transitions and interactions 

in the molecule as a whole. The fourth chapter deals with the electronic and optical 

tuning of the polycyclic aromatic hydrocarbons. The electrostatic potential analysis 

enables the pictorial representation of the electron cloud around the molecule, which 

indirectly gives an idea about the stability of the molecule. Alternation of the size and 

shape of PAHs can give different properties especially absorption spectra. The effect of 

geometry on such phenomena can be analysed theoretically which will be helpful in the 

application of such materials in various fields such as optics industry. The thesis casts 

light upon the effect of morphology, either the number or the overall shape of the 

systems on the stability, frontier orbitals, excited state properties like absorption 

spectra and singlet-triplet bandgap and HOMO-LUMO gap etc. 
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2.1. Abstract 

Linear polyacenes (LPA) beyond pentacene are highly unstable and their 

application potential in optoelectronics field is very limited.  On the basis of theoretical 

studies at M06L/6-311++G(d,p) level DFT, we show that annulating dihydropyrazine 

units to LPA cores can yield large LPA mimics. This strategy enhances the aromaticity 

of the LPA core and also provides a way to modulate HOMO-LUMO energy gap by 

choosing appropriate LPA core and extend of dihydropyrazine annulation. The study is 

conducted for LPA mimics containing up to six dihydropyrazine units annulated to 

benzene (pB1 – pB6), naphthalene (pN1 – pN6), anthracene (pA1 – pA6) and tetracene 

(pT1 – pT6) cores. The longest of them pT6 contains 34 linearly connected six-

membered rings. Dehydrogenation energy (Edh) of the N-heterocycles of the LPA 

mimics showed endothermic character and indicated their higher stability than the 

dehydrogenated N-heteroacenes. The total Edh (Edh) is proportional to the increase in 

the number of heterocycles and increase in the size of the LPA core. Aromaticity of 

individual rings of all the LPA mimics is assessed on the basis of harmonic oscillator 

model of aromaticity (HOMA) and nucleus independent chemical shift (NICS) 

parameters. Both parameters showed strong linear correlation with  Edh, confirming  

the geometric, magnetic and energetic criteria of aromaticity.  The electronic features 

of the LPA mimics assessed by analysing molecular electrostatic potential topography 

and molecular orbitals have shown that LPA cores retain the reactivity of the parent 

LPA. Further, significant mixing of the N-lone pairs of the heterocycle with the carbon 

π-orbitals improves aromaticity and decreases HOMO-LUMO energy gap. The excited 

state properties of the LPA mimics were also analysed, which includes the singlet-

triplet energy gap,  geometries and absorption spectral properties. The tuning of 

electronic properties is evident from these calculations. The theoretically calculated 

light harvesting efficiency of these designed pN, pA and pT series of systems are very 

high in the range of 0.9, while for pB series the efficiency is not much prominent. 

2.2. Introduction 

Linear polyacenes (LPAs), aromatic hydrocarbons composed of linearly fused 

benzene rings,1 possess attractive optical and electronic properties suitable for 

nanotechnology applications, organic electronics,2 lithium ion batteries,3 

ferromagnetic materials,4 etc. The optoelectronic application potential of these 
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molecules is linked to their ability to tune the HOMO– LUMO gap with the increase in 

the oligomer size,5, 6 strong solid state two dimensional interactions in the electronic 

level,5 and charge mobility.5, 7, 8 Among the LPAs, pentacene is widely studied due to 

its optical and semiconducting properties suitable for applications in the area of 

organic field effect transistors. Though LPA systems longer than pentacene such as 

heptacene, octacene and nonacene have been synthesized on a polymer matrix by 

photogeneration, the application potential of their p-type semiconducting properties 

is very limited due to chemical instability.9-11 According to Clar’s theory, a LPA 

system is inherently more reactive with the increase in its length due to the 

phenomenon of aromatic dilution.12, 13 Clar’s rule of aromatic sextets is a very 

powerful tool to describe the properties of sp2 -carbon bonded systems like 

polycyclic aromatic hydrocarbons (PAH).14 Clar proposed that in the case of PAH, the 

structure showing the maximum number of localized sextets and the minimum 

number of localized double bonds is the most aromatic and most stable.15, 16 For 

instance, in the isomeric 4-ring systems given in Scheme 2.1, the aromaticity follows 

the order tetracene < benzophenanthrene ~ chrysene < triphenylene. In the LPA 

topology of tetracene, one can draw only one sextet of -electrons in Clar’s formula 

(Scheme 2.1) whereas more than one sextet is possible for all other topologies.17 

With the increase in the length of LPAs, the aromatic character decreases as only one 

sextet can be delocalized for the whole system, which leads to significant double 

bond localization in the molecule and higher reactivity (Scheme 2.2). The arrow 

emanating from the sextet ring in Scheme 2.2 suggests aromatic dilution.  

Scheme 2.1. Clar's sextet formula for isomeric 4-ring systems, from left tetracene, 

benzophenanthrene, chrysene, triphenylene. 

 

Scheme 2.2. Clar's notation to show the aromatic dilution in linear polyacenes. 

Bultinck et al. derived the atoms-in-molecule based six centre index (SCI-AIM) 

to study the electron delocalization in a linear polyacene series and showed that 
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aromaticity decreases on going from outer to inner rings.18 Aromaticity is currently 

described as a multidimensional phenomenon, related to the structural, electronic, 

magnetic and energetic properties of molecules.19-26 A large volume of literature 

exists in the case of linear polyacenes dedicated to the understanding of magnetic 

properties and aromaticity.27-30 

Since LPAs larger than pentacene are chemically highly unstable, one practical 

way to introduce more fused hexagonal rings in the chain is by designing suitable 

LPA mimics. This could be done by doping heteroatoms into the LPA framework.2, 31 

The nitrogen atom, isoelectronic with C–H, is an immediate choice to integrate into 

the acene skeleton as this could retain the -conjugation features of the molecule.32 

Synthetic strategies utilizing condensation reactions,33, 34 coupling reactions,35-38 

Diels-Alder reactions,39 and oxidative coupling reactions have been utilized for the 

synthesis of N-heteroacenes.40-46  Large N-heteroacenes have been known since the 

beginning of the 20th century47, 48 and are still being intensively researched.32, 49-56 

Many diazapentacene derivatives have been successfully utilized as electronic 

materials in thin film transistors.51, 57-62 Herein we propose that by fusing LPA 

moieties with two N–H units, large LPA mimics can be designed which could show 

substantial improvement in the aromatic character of the LPA core. The 

incorporation of the N–H units proposes the utilization of N-lone pairs to enhance 

the -electron conjugation as well as the net electron content within a hexagon in 

the molecule. This design strategy improves the aromatic sextet distribution in the 

LPA mimics and suggests the formation of stable oligomeric and even polymeric 

long chain mimics of LPAs. In such systems, the N-heterocyclic connection between 

two LPA moieties is fulfilled by a 1,4-dihydropyrazine unit. Even though the 

existence of 1,4-dihydropyrazine derivatives was known, the successful synthesis of 

a carboxylic acid ester derivative was performed in the year 1969 only.63 The 

structure of these alleged 1,4-dihydropyrazines came into the scene a year after 

that.64 The photophysical properties of N,N-dimethyl derivatives of the above 

mentioned pyrazines were also widely studied.65 The successful synthesis of the 

non-substituted system took one more year for completion.66 Attempts for an easy 

and economical synthesis of such systems are continuing.67-70 Linear extensions of 

dihydropyrazine moieties connected through benzene groups are known and among 

them three benzene groups interconnected by two dihydropyrazine groups are 
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termed tetraazapentacenes.71, 72 Halogen substituted tetraazapentacenes have been 

successfully synthesized,72 but not the unsubstituted ones. 6,13-

Dihydrodibenzo[b,i]phenazine is successfully synthesised which can be used as a 

pentacene substitute having superior qualities.57 

2.3. Computational Methods 

All the molecules have been optimized using the M06L/6-311++G(d,p) level of 

density functional theory (DFT) as implemented in the Gaussian09 suite of 

programs.73-75 All the optimized structures are confirmed as energy minima by 

vibrational frequency calculation. The wavefunction generated using M06L/6-

311++G(d,p) is used for molecular electrostatic potential (MESP) calculations. For all 

the molecules, the aromaticity of each ring is quantified by computing the nucleus 

independent chemical shift (NICS)76 at the ring center (NICS(0)). Also NICS at 1 Å 

above the ring center (NICS(1)) and the z-component of NICS at 1 Å above the ring 

center (NICSzz(1)) are calculated. The harmonic oscillator model of the aromaticity 

(HOMA) index is calculated for all the systems using the procedure of Krygowski et 

al.77 Using time-dependent density functional theory (TD-DFT)78-81 techniques at the 

same level of theory, the absorption spectra of every set of molecules are calculated. 

TD-DFT calculation is beneficial in calculating the excited state geometries and 

energies.82-85 Therefore, time-dependent optimisation is done to get the structure 

and energy for first triplet (T1) and first singlet (S1) state of all the molecules 

analysed, and the energy gap between the singlet and triplet energy were calculated. 

Frontier molecular orbital analysis is performed for every molecule to understand 

the bonding characters and HOMO-LUMO gap is measured from the calculation. The 

selection of the M06L functional (meta-GGA local functional with 0% Hartree–Fock 

(HF) exchange) is based on a previous benchmark study which showed that this 

method can yield a reliable geometry and interaction energy close to the CCSD(T) 

level accuracy for a variety of non-covalent dimers.86 Furthermore, recent studies 

conducted using this method on a variety of systems have provided reliable results 

in agreement with high accuracy ab initio methods and dispersion-corrected DFT 

methods.87-89 In order to further substantiate the use of this method to study the 

present set of molecules for aromaticity, we have done calculations using two more 

Minnesota functionals, viz. M06/6-311++G(d,p) (hybrid meta-GGA method with 
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27% HF exchange) and M06-2X/6-311++G(d,p) (hybrid meta-GGA method with 

54% HF exchange) for a representative series of molecules. 

2.4. Results and Discussion 

2.4.1. Design Strategy  
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Figure 2.1. Representative structures of the molecules under study containing 1,4-

dihydropyrazine-type N-heterocycles. 

The molecular design strategy is based on improving the Clar’s sextet 

distribution in the LPA mimics. Benzene has the perfect aromatic sextet and 

its six π-electrons are delocalized over the six CC bonds meaning that the 

number of π-electrons per CC bond (nπ) is 1. In all PAH systems, nπ is always 

less than 1 and for LPA series, this value decreases with increase in the acene 

length. For instance, for naphthalene, anthracene, tetracene, and pentacene, nπ 

is 0.91, 0.88, 0.86 and 0.85, respectively.  By fusing two LPA moieties through 

two -NH- units, a higher LPA mimic can be designed.  Every fusion point will 

represent a 1,4-dihydropyrazine unit. In the LPA mimic, the formal -electron 

count of every N-heterocycle is 8 which is Hückel antiaromatic. However, as 

the nπ electron count of the LPA decreases, electron flow from the electron 

rich N-heterocycle to the hydrocarbon core is expected which could stabilize 

the system. We use a notation that uses two letters and one number to 

represent each of the designed systems. The first letter in the notation is p 
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which represents 1,4-dihydropyrazine-type character of the N-heterocycle 

while the second letter B, N, A or T represents the core unit made up of 

benzene, naphthalene, anthracene or tetracene moieties, respectively.  

Further, the numbers 1, 2, 3, 4, 5 and 6 represent the number of 1,4-

dihydropyrazine-type N-heterocycles in the molecule. For a system having ‘n’ 

dihydropyrazine moieties, there will be ‘n+1’ benzene, naphthalene, 

anthracene or tetracene units present.  For example, pB1 made up of one 1,4-

dihydropyrazine-type heterocycle and two benzene cores is the 

dihydrophenazine molecule (Figure 2.1). Similarly pN2 represents an LPA 

mimic made up of three naphthalene cores and two 1,4-dihydropyrazine-type 

N-heterocycles. The dihydropyrazine systems selected for this study are pB1 – 

pB6, pN1 – pN6, pA1 – pA6 and pT1 – pT6.  

  

Figure 2.2. Representative set of molecules to distinguish zigzag pB and planar all 

other series. 

In Table 2.1, the nπ value of all the LPA mimics is depicted along with nπ 

value of the LPA. It is very clear that annulation of an LPA with N-heterocycles 

improves the net electron content of the LPA mimic. This effect is dominant in 

pB series as all molecules retain nπ value 1 for all benzene cores.   In pN, pA 

and pT series, nπ is always higher than the LPA core and it increases with 

increase in the length of the molecule. Hence, increase in aromatic character is 

expected with increase in the net electron content of the system. The 

molecules in pB series show a zigzag structure with respect to the orientation 

of the six-membered rings as shown in Figure 2.2 while all other systems 

exhibit a planar structure. In pB series, pyramidalisation at NH group occurs 

in every ring and leads to zigzag structure. This phenomenon can be 

attributed to the fact that benzene cores in pB series possess full sextet of 
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electrons and thus reluctant to accept lone pair electron density from 

nitrogen. Thus, N-centers adopt pyramidal configuration to avoid 

destabilization from inherent Hückel antiaromaticity within the N-

heterocycle.  

Table 2.1. The ratio of number of π electrons to total number of bonds (nπ) in LPAs 

and LPA-based heterocycles. B, N, A and T represent benzene, naphthalene, 

anthracene and tetracene, respectively. 

System nπ System nπ System nπ System nπ 

B 1.000 N 0.909 A 0.875                   T 0.857 

pB1 1.000 pN1 0.923 pA1 0.889 pT1 0.870 

pB2 1.000 pN2 0.927 pA2 0.893 pT2 0.873 

pB3 1.000 pN3 0.929 pA3 0.895 pT3 0.875 

pB4 1.000 pN4 0.930 pA4 0.896 pT4 0.876 

pB5 1.000 pN5 0.930 pA5 0.897 pT5 0.877 

pB6 1.000 pN6 0.931 pA6 0.897 pT6 0.877 

2.4.2. Dehydrogenation Energy 

In a recent review on the topic of large heterocyclic acenes, Bünz et al. 

described that hydrogenation of 1 to 2 is exothermic by 49.5 kcal/mol and 

thermodynamically favourable while hydrogenation of 2 to 3 is endothermic by 2.5 

kcal/mol (Figure 2.3).90  
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Figure 2.3. Calculated heats of hydrogenation for the reduction of 1 to 2 and 2 to 3. 

(values in regular font is for M06L/6-311++G(d,p) level and that in italics is for 

B3LYP/6-31G(d,p) level). 

In the present study, 3 is pB2. Bünz also correlated the synthesis of terminal 

substituted 2 to its thermodynamic stability. However our theoretical calculations 

using the method used by Bünz (B3LYP/6-31G(d,p)) suggests that hydrogenation of 

1 to 2 and 2 to 3 are exothermic by 42.5 and 16.3 kcal/mol, respectively. It indicates 
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an error in the previous calculation. Further, at M06L/6-311++G(d,p) level too, both 

hydrogenation reactions are found to be exothermic and the hydrogenation energy 

values are in agreement with the B3LYP method (hydrogenation of 1 to 2 is and 2 to 

3 are exothermic by -40.02 and -10.38 kcal/mol, respectively).  In order to assess 

the thermodynamic stability of the systems (pB1 – pB6, pN1 – pN6, pA1 – pA6 and pT1 

– pT6), energy change associated with dehydrogenation of N-centers is calculated. 

The dehydrogenation energy (Edh) corresponding to the N-heterocycles of all 

the set of molecules are given in the Table 2.2 at M06L/6-311++G(d,p)  level. The 

notations N1, N2 etc. is used to indicate the number of N-heterocycles 

dehydrogenated in the molecule, starting from one terminal to the other. All the 

reactions are endothermic suggesting that the hydrogen-rich states are more stable 

than the dehydrogenated states. This is very clear from the total Edh given in Table 

2.2. The increase in total Edh (Edh) is proportional to the increase in the number of 

heterocycles and increase in the size of the PAH moiety. In pB1, pN1, pA1 and pT1 

systems, Edh values are 23.8, 38.8, 46.3, and 50.3 kcal/mol, respectively. These 

numbers show a strong linear correlation with the nπ values of the respective 

systems (Figure 2.4). This correlation suggests that lone pair donation from nitrogen 

to the -system increases with decrease in the nπ value and that enhances the 

overall -bonding strength and aromaticity of the system. As a result, the 

dehydrogenation reaction becomes increasingly more difficult for larger acene 

mimics.  For instance, Edh for the second ring of pB2, pN2, pA2 and pT2, third ring of 

pB3, pN3, pA3 and pT3, forth ring of pB4, pN4, pA4 and pT4, fifth ring of pB5, pN5, pA5 

and pT5 and sixth ring of pB6, pN6, pA6 and pT6 show gradual increase, proportional 

to the decrease in nπ of the system, in all the cases, nπ versus Edh correlations show 

correlation coefficient in the range 0.997 - 0.999.  

 

Figure 2.4. Correlation between nπ and Edh of pB1, pN1, pA1 and pT1 systems. 
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Table 2.2. Dehydrogenation energy Edh (kcal/mol) of the N-heterocycles of LPA 

mimics. 

System N1 N2 N3 N4 N5 N6 Edh 

pB1 23.8      23.8 

pB2 40.0 12.2     52.2 

pB3 45.6 25.8 11.3    82.7 

pB4 47.9 30.4 24.0 11.2   113.5 

pB5 48.8 32.7 27.2 24.6 11.1  144.4 

pB6 49.5 34.1 30.2 27.4 18.7 15.6 175.5 

pN1 38.8      38.8 

pN2 48.0 32.9     80.9 

pN3 47.4 41.8 31.9    121.1 

pN4 39.3 44.0 40.3 31.6   155.2 

pN5 34.3 44.6 24.7 57.6 31.7  192.9 

pN6 31.3 45.0 43.3 41.8 39.6 31.4 232.4 

pA1 46.3      46.3 

pA2 51.6 43.1     94.7 

pA3 38.7 48.2 42.6    129.5 

pA4 32.9 49.2 47.6 42.7   172.4 

pA5 49.1 43.3 35.7 47.4 42.3  217.8 

pA6 18.5 49.6 48.8 49.7 45.9 42.3 254.8 

pT1 50.3      50.3 

pT2 41.0 48.2     89.2 

pT3 45.51 39.8 47.9    153 

pT4 44.2 32.5 51.0 47.9   175.6 

pT5 15.9 51.8 51.4 50.9 47.7  217.7 

pT6 33.6 49.6 47.5 32.0 50.9 47.7 261.3 

To substantiate the results the calculations are done for a representative set of 

molecules (pN series) including exchange correlation functionals using M06 and 

M062X methods at the same basis set of  6-311++G(d,p). The results are given in 

Table 2.3.  The ƩEdh values obtained using these methods and those using M06L 

method show very similar trend. In all the cases, a gradual increase in ƩEdh value 
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with increase in the number of heterocycles and increase in the length of the 

hydrocarbon part is observed. However, the endothermic character of the 

dehydrogenation process is ~10-20% higher for the M06 method and ~15-35% 

higher for the M062X method than the M06L level values. The percentage of 

exchange integral has a direct influence on the dehydrogenation energy values as 

evident from the above calculations. 

Table 2.3. Dehydrogenation energy Edh (kcal/mol) of the pN series of LPA mimics at 

M06/6-311++G(d,p) and M062X/6-311++G(d,p) levels of theory. 

 System N1 N2 N3 N4 N5 N6 ƩEdh 

M06 

pN1 42.4      42.4 

pN2 37.4 51.9     89.3 

pN3 36.7 46.4 61.7    144.7 

pN4 36.5 45.9 48.5 54.2   185.1 

pN5 36.4 45.3 47.7 50.0 49.6  229.1 

pN6 36.4 45.3 57.4 39.4 44.4 52.1 275.0 

M062X 

pN1 44.8      44.8 

pN2 39.8 55.2     95.0 

pN3 39.2 49.6 75.0    163.8 

pN4 39.1 49.0 52.2 67.3   207.6 

pN5 39.0 48.9 51.5 62.9 53.8  256.0 

pN6 39.0 48.8 51.3 52.3 58.6 55.8 305.8 

2.4.3. Bond length Equalisation and Aromatic Character  

Geometry based indices have been used for quantifying aromaticity 

especially in the case of planar systems.77, 91 The bond length based index of 

aromaticity, HOMA developed by Krygowski et al. is one of the most 

prominent among this category and is used to compare the aromaticity of a 

variety of organic molecules. For a perfect aromatic system, HOMA is 1 and a 

value close to zero indicates non-aromatic character. Aromatic molecules tend 

to show bond length equalization and HOMA value close to 1. The CC bond 
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length of benzene (1.4 Å), is considered as the most optimum for an aromatic 

hydrocarbon. 

In the present study, the notations Nring1, Nring2 etc. is used to indicate 

the most peripheral to the interior symmetrically distinguishable N-

heterocycles. Similarly, notations Cring1, Cring2 etc are used to indicate the 

most peripheral to the interior carbon rings.  The HOMA calculated for all the 

molecules are depicted in Tables 2.4, 2.5, 2.6 and 2.7.  

Table 2.4. HOMA index of pB series of LPA mimics. 

System pB1 pB2 pB3 pB4 pB5 pB6 

Cring1 0.98 0.98 0.98 0.98 0.98 0.98 

Nring1 0.69 0.68 0.68 0.67 0.67 0.67 

Cring2  0.99 0.99 0.99 0.99 0.99 

Nring2   0.66 0.67 0.66 0.65 

Cring3    0.99 0.99 0.99 

Nring3     0.66 0.66 

Cring4      0.99 

 1.67 2.65 3.31 4.3 4.95 5.93 

Table 2.5. HOMA index of pN series of LPA mimics. 

System pN1 pN2 pN3 pN4 pN5 pN6 

Cring1 0.85 0.85 0.85 0.85 0.86 0.86 

Cring2 0.77 0.76 0.76 0.77 0.77 0.77 

Nring1 0.69 0.69 0.69 0.70 0.70 0.70 

Cring3  0.80 0.81 0.82 0.82 0.82 

Cring4   0.80 0.81 0.81 0.81 

Nring2   0.70 0.68 0.71 0.71 

Cring5    0.81 0.82 0.82 

Cring6     0.81 0.81 

Nring3     0.71 0.71 

Cring7      0.81 

 2.31 3.10 4.61 5.44 7.01 7.82 
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In pB series, HOMA of every benzene unit is 0.98 or 0.99, showing the perfect 

aromatic nature of the individual benzene rings. Further, the N-heterocycle has a 

HOMA in the range 0.65 - 0.69  which indicates substantial aromatic character as 

only a 30 - 35% reduction in aromaticity is observed compared to the HOMA 1.00 of 

one of the most aromatic N-heterocycle, pyridine. In the pN series, among the carbon 

rings, terminal ring is the most aromatic with HOMA 0.85 – 0.86 whereas the ring 

adjacent to it is the least aromatic (HOMA 0.76 – 0.77). In pN3 – pN5, both rings of 

the interior naphthalene units show nearly same aromatic character (HOMA 0.80 – 

0.82) and the N-heterocycles show slightly higher values (0.68 – 0.71) than pB 

series.   

Table 2.6. HOMA index of pA series of LPA mimics. 

System pA1 pA2 pA3 pA4 pA5 pA6 

Cring1 0.72 0.73 0.72 0.72 0.72 0.72 

Cring2 0.74 0.74 0.74 0.74 0.74 0.74 

Cring3 0.65 0.65 0.65 0.65 0.65 0.65 

Nring1 0.65 0.65 0.65 0.65 0.65 0.65 

Cring4  0.69 0.69 0.69 0.69 0.69 

Cring5  0.75 0.75 0.75 0.75 0.75 

Cring6   0.68 0.68 0.68 0.68 

Nring2   0.66 0.66 0.66 0.66 

Cring7    0.69 0.69 0.69 

Cring8    0.75 0.75 0.75 

Cring9     0.68 0.68 

Nring3     0.66 0.66 

Cring10      0.68 

Cring11      0.75 

 2.76 4.21 5.54 6.98 8.32 9.75 

In the case of pA1, HOMA of Cring1, Cring2, Cring3 is 0.72, 0.74 and 0.65, 

respectively. The above mentioned pattern and magnitude of HOMA is retained in 

pA2 – pA5. Further, HOMA 0.68 – 0.75 is observed for the carbon rings of all other 

anthracene moieties whereas a slightly lower HOMA 0.65 – 0.68 is observed for all 

the dihydropyrazine rings. In the case of pT series, all the terminal tetracene 
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moieties show nearly identical HOMA patterns with terminal, second, third and 

fourth carbon rings showing values 0.64 – 0.65, 0.67 – 0.68, 0.64 – 0.65, and 0.58, 

respectively. The inner tetracene moieties show HOMA in the range 0.61 – 0.67 

whereas the aromatic character of N-heterocycles is in the range 0.62 – 0.64, the 

lowest compared to all other systems.  The HOMA of benzene (1.00), naphthalene 

(0.77), anthracene (0.62 for Cring1, 0.70 for Cring2), and tetracene (0.53 for Cring1, 

0.60 for Cring2) are almost fully retained or even enhanced in all the respective 

carbon rings in the LPA-based N-heterocyclic systems.  

Table 2.7. HOMA index of pT series of LPA mimics. 

System pT1 pT2 pT3 pT4 pT5 pT6 

Cring1 0.64 0.64 0.65 0.65 0.65 0.65 

Cring2 0.68 0.68 0.67 0.67 0.67 0.68 

Cring3 0.65 0.65 0.65 0.65 0.64 0.65 

Cring4 0.58 0.58 0.58 0.58 0.58 0.58 

Nring1 0.62 0.62 0.64 0.62 0.63 0.64 

Cring5  0.61 0.61 0.61 0.61 0.61 

Cring6  0.67 0.67 0.67 0.67 0.67 

Cring7   0.66 0.67 0.67 0.67 

Cring8   0.61 0.61 0.61 0.61 

Nring2   0.63 0.63 0.63 0.63 

Cring9    0.61 0.61 0.61 

Cring10    0.67 0.67 0.67 

Cring11     0.67 0.67 

Cring12     0.61 0.61 

Nring3     0.63 0.63 

Cring13      0.61 

Cring14      0.67 

 3.17 4.45 6.37 7.64 9.55 10.86 

Further substantiation of the results is done by including the HF exchange in 

the method and running the calculation on a representative set of molecules (pN 

series). The HOMA values of the systems using the methods are given in Table 2.8 

and Table 2.9. Even though the trends are similar there is change in the magnitude 
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of the ∑HOMA when the HF exchange percentage is increasing. Calculations using 

M06 method yields HOMA values which are approximately 2-4% higher than that of 

M06L method and M062X method yielded HOMA values which are approximately 1-

3% less than the M06L results. 

Table 2.8. HOMA index of pN series at M06/6-311++G(d,p)) level of theory. 

pN1 pN2 pN3 pN4 pN5 pN6 

Cring1 0.88 0.88 0.88 0.88 0.88 0.88 

Cring2 0.79 0.79 0.78 0.78 0.78 0.79 

Nring1 0.7 0.71 0.71 0.71 0.71 0.71 

Cring3  0.84 0.84 0.84 0.84 0.84 

Cring4   0.83 0.83 0.83 0.83 

Nring2   0.72 0.73 0.72 0.72 

Cring5    0.84 0.84 0.84 

Cring6     0.84 0.84 

Nring3     0.7 0.72 

Cring7      0.84 

 2.37 3.22 4.77 5.6 7.15 8.01 

Table 2.9. HOMA index of pN series at M062X/6-311++G(d,p) level of theory. 

pN1 pN2 pN3 pN4 pN5 pN6 

Cring1 0.86 0.86 0.86 0.86 0.86 0.86 

Cring2 0.75 0.74 0.73 0.74 0.74 0.74 

Nring1 0.65 0.65 0.65 0.65 0.65 0.65 

Cring3  0.81 0.81 0.82 0.82 0.82 

Cring4   0.8 0.8 0.8 0.8 

Nring2   0.67 0.67 0.67 0.66 

Cring5    0.81 0.81 0.81 

Cring6     0.8 0.81 

Nring3     0.67 0.67 

Cring7      0.81 

 2.25 3.06 4.53 5.35 6.83 7.63 

The HOMA value represents the local aromaticity of individual rings whereas 

the sum of the HOMA values of all the rings can be considered as a measure of the 
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global aromaticity of the molecules. This quantity referred to as HOMA is depicted 

in Table 2.10. The HOMA of all the different series of compounds show strong 

linear correlations with the corresponding total dehydrogenation energy Edh 

(Figure 2.5). These correlations strongly suggest that Edh values are intimately 

connected with the aromatization energy of the molecule. According to Clar, the LPA 

systems show 'aromatic dilution' with increase in the length of the molecule. This 

phenomenon is clearly visible in the correlation plots shown in Figure 2.5 in terms 

of the decrease in slope as we move from pB to pN to pA to pT series of molecules.  

Table 2.10. ∑HOMA values of all LPA mimics. 

System  System  System  System  

pB1 1.67 pN1 2.31 pA1 2.76 pT1 3.17 

pB2 2.65 pN2 3.10 pA2 4.21 pT2 4.45 

pB3 3.31 pN3 4.61 pA3 5.54 pT3 6.37 

pB4 4.30 pN4 5.44 pA4 6.98 pT4 7.64 

pB5 4.95 pN5 7.01 pA5 8.32 pT5 9.55 

pB6 5.93 pN6 7.82 pA6 9.75 pT6 10.86 

 

 

Figure 2.5. Correlation between ∑HOMA and ∑Edh. 

By plotting the total sum of HOMA values in a molecule and the sum of total 

dehydrogenation energy, a correlation plot (Figure 2.6) is obtained which shows a 

decrease in slope with the increase in the HF exchange percentage as a result of the 

progression in the Edh values when the HF exchange is increased.  
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Figure 2.6. Correlation between ∑HOMA and ∑Edh of pN series using M06L/M06 

and M062X methods. 

2.4.4. Nucleus Independent Chemical Shift (NICS) and Aromatic 

Character  

Magnetic criteria of aromaticity is popularly described in terms of NICS index 

as portrayed by Schleyer and co-workers.76 We have analyzed three popular NICS 

indices, viz. the NICS at the center of each six-membered ring (NICS(0)), at 1 Å above 

every ring center (NICS(1)) and also the z-component of NICS at 1 Å above the ring 

center (NICSzz(1)). Among these indices, NICSzz(1) is considered to be more reliable 

than others and for all the discussions, this quantity is used in the text. In fact, the 

relative ordering of the magnitude of all the three indices are very similar and so the 

conclusions drawn from any of them are same. The discrepancies of NICS, its size-, 

shape- and distance dependencies as well as more  sophisticated approaches to NICS 

treatment of aromaticity have been elaborated in the past.92  The coupling between 

induced magnetic fields from adjacent rings also affects the NICS measure.27, 92-94 We 

do not attempt to directly compare NICS of PAH molecules and LPA mimics because 

this index varies with respect to the number of heteroatoms, size and symmetry of 

the molecules. The NICSzz(1) values of benzene, naphthalene, Cring1 of anthracene 

and Cring1 of tetracene are -17.30, -28.65, -26.32 and -23.95, respectively and that 

of Cring2 of anthracene and Cring2 of tetracene are -34.11 and -33.85, respectively. 

These values may give a false impression that benzene is the least aromatic and the 

most aromatic is Cring2 of anthracene or tetracene. As NICS works best for 

comparing the aromaticity of a similar set of molecules, we will focus on the relative 
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ordering of the NICS along the symmetrically unequal rings, starting from one at the 

terminal to the last in the middle (Tables 2.11 to 2.14).  

Table 2.11. NICSzz(1) values of pB series of LPA mimics. 

  pB1 pB2 pB3 pB4 pB5 pB6 

Cring1 -15.56 -17.94 -18.03 -18.69 -19.22 -19.98 

Nring1 18.49 16.10 16.26 16.51 16.51 16.69 

Cring2  -7.02 -7.32 -7.08 -6.70 -6.45 

Nring2   13.65 13.83 14.00 14.02 

Cring3    -8.68 -8.63 -8.83 

Nring3     13.60 13.66 

Cring4      -8.71 

Table 2.12. NICSzz(1) values of pN series of LPA mimics. 

  pN1 pN2 pN3 pN4 pN5 pN6 

Cring1 -22.65 -22.39 -22.46 -22.17 -22.12 -21.86 

Cring2 -14.48 -14.53 -14.10 -14.11 -14.19 -14.18 

Nring1 19.18 19.14 19.24 19.20 19.30 19.34 

Cring3  -9.95 -9.80 -9.64 -9.35 -9.13 

Cring4   -10.40 -10.57 -10.57 -10.82 

Nring2   18.27 18.21 18.47 18.51 

Cring5    -10.35 -10.06 -9.86 

Cring6     -10.30 -10.45 

Nring3     18.70 18.70 

Cring7      -10.10 

In all the pB, pN, pA, and pT series of molecules, the Crings show significant 

negative NICSzz(1) indicating aromatic character whereas all the Nrings show 

positive NICSzz(1) indicating antiaromaticity. In pB series, the negative character of 

NICSzz(1) increases gradually for Cring1 and reaches the most negative -19.98 for 

pB6. The inner Crings show significantly lower negative NICSzz(1) (-6.45 to -8.83) 

than the terminal ones whereas compared to the terminal Nrings (18.49 to 16.51), 

the inner Nrings appear to be less antiaromatic (13.60 to 14.02).  
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Table 2.13. NICSzz(1) values of pA series of LPA mimics. 

  pA1 pA2 pA3 pA4 pA5 pA6 

Cring1 -23.70 -23.09 -22.94 -22.78 -22.49 -22.47 

Cring2 -26.77 -26.36 -25.93 -25.68 -25.49 -25.38 

Cring3 -14.68 -14.82 -15.32 -15.68 -16.02 -16.41 

Nring1 14.84 15.11 15.19 15.25 15.29 15.13 

Cring4  -12.51 -11.79 -11.45 -11.02 -10.64 

Cring5  -21.31 -21.25 -21.21 -21.15 -21.26 

Cring6   -12.82 -13.04 -13.32 -13.74 

Nring2   15.52 15.56 15.64 15.69 

Cring7    -12.36 -11.93 -11.60 

Cring8    -21.11 -20.97 -21.01 

Cring9     -12.56 -13.00 

Nring3     15.63 15.60 

Cring10      -12.21 

Table 2.14. NICSzz(1) values of pT series of LPA mimics. 

  pT1 pT2 pT3 pT4 pT5 pT6 

Cring1 -22.49 -21.79 -21.17 -20.67 -20.39 -19.52 

Cring2 -30.10 -29.59 -29.34 -29.05 -28.72 -28.46 

Cring3 -27.96 -27.78 -27.91 -28.17 -28.57 -28.57 

Cring4 -14.61 -14.64 -14.90 -15.34 -15.41 -16.00 

Nring1 13.75 13.45 13.09 12.89 12.76 12.45 

Cring5  -13.18 -12.67 -12.03 -12.08 -11.27 

Cring6  -24.82 -24.71 -24.54 -24.48 -24.71 

Cring7   -24.58 -24.63 -24.74 -24.70 

Cring8   -13.31 -13.59 -13.79 -14.38 

Nring2   13.69 13.67 13.60 13.77 

Cring9    -12.81 -12.38 -11.98 

Cring10    -24.45 -24.31 -24.32 

Cring11     -24.44 -24.48 

Cring12     -13.03 -13.44 

Nring3     13.73 13.80 

Cring13      -12.55 

Cring14      -24.26 
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Table 2.15. Sum of negative NICSzz(1) of all LPA mimics. 

System ΣNICSzz(1)  System ΣNICSzz(1)  System ΣNICSzz(1)  System ΣNICSzz(1)  

pB1 -15.56 pN1 -37.13 pA1 -65.15 pT1 -95.16 

pB2 -24.96 pN2 -46.87 pA2 -98.09 pT2 -131.80 

pB3 -25.35 pN3 -56.76 pA3 -110.05 pT3 -168.59 

pB4 -34.45 pN4 -66.84 pA4 -143.31 pT4 -205.28 

pB5 -34.55 pN5 -76.59 pA5 -154.95 pT5 -242.34 

pB6 -43.97 pN6 -86.40 pA6 -167.72 pT6 -278.64 

 

Figure 2.7. Correlation between ∑NICSzz(1) and ∑Edh for pB, pN, pA, and pT series of 

molecules. 

The positive NICSzz(1) values of Nrings can be correlated to -electron count 8 

of the N-heterocycle.  Like pB series, NICSzz(1) of pN, pA and pT series too indicate  

significant decrease in aromaticity for LPA moieties from terminal to inner region. 

Moreover, compared to NICSzz(1) in the range 18.21 to 19.34 observed for N-

heterocycles of pN series,  NICSzz(1) for pA series shows a decrease by 3.37 to 3.65 

units while that of pT series shows a decrease by 5.45 to 5.54 units. The sum of the 

NICSzz(1)  values of all the rings can be considered as a measure of the global 

aromaticity of the molecules. This quantity referred to as NICSzz(1)  is also depicted 

in Table 2.15. A linear correlation between total negative NICSzz(1) value 

(NICSzz(1)) that represents the aromatic character of the Crings and the total 

dehydrogenation energy  Edh exists for pB, pN, pA and pT series of molecules 

(Figure 2.8). The magnitude of the slope of the correlation line is the highest for pB 

series and it decreases along the pN, pA and pT series indicating aromatic dilution. 
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This correlation as well as the correlation between HOMA and Edh in Figure 2.5, 

clearly brings out the multidimensional character of aromaticity, viz. the underlying 

magnetic, structural and energetic features.  

Magnetic measures of aromaticity such as NICS are shown to give better 

results with the inclusion of HF exchange; thereby M06 and M062X methods are 

used for the calculation of the same for a set of representative molecules, i.e, pN 

series as that used in the case of HOMA index calculation. The values obtained are 

given in Table 2.16 and Table 2.17. The trends are similar as that of the M06L 

method, and the magnitude of NICSzz(1) values increases with the increase in the 

percentage of HF exchange. For M06 method the change in magnitude is 

approximately 10-19% and for the M062X calculations the increase in the 

magnitude is in the range of 14-27%. In addition to it, there is significant decrease in 

the aromaticity from the outer to the inner rings of the acenes which is clearly 

visible in the results.  

 

Figure 2.8 Correlation between sum of negative NICSzz(1) and ∑Edh of pN series of 

molecules. 

The sum of negative NICS values on all the hydrocarbon rings of the system 

and the sum of dehydrogenation energy for the three different methods, when 

plotted against each other, a linear correlation is obtained (Figure 2.8). From the 

figure it is clear that the slope for all the three methods is very similar to each other, 

indicating that the percentage of HF exchange is not a very good decisive factor in 

the case of magnetic features of aromaticity. 
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Table 2.15. NICSzz(1) values of pN series at M06/6-311++G(d,p)  level of theory. 

  pN1 pN2 pN3 pN4 pN5 pN6 

Cring1 -24.65 -24.52 -23.92 -23.46 -23.25 -22.94 

Cring2 -16.34 -15.95 -15.51 -15.13 -14.95 -14.69 

Nring1 19.06 19.26 19.30 19.35 19.44 19.48 

Cring3  -12.90 -12.98 -12.95 -12.94 -12.91 

Cring4   -13.12 -13.07 -13.04 -13.13 

Nring2   18.70 18.65 18.47 19.04 

Cring5    -13.06 -12.96 -13.02 

Cring6     -12.85 -12.88 

Nring3     18.15 19.23 

Cring7           -12.86 

Table 2.16. NICSzz(1) values of pN series at M062X/6-311++G(d,p)  level of theory. 

  pN1 pN2 pN3 pN4 pN5 pN6 

Cring1 -25.04 -24.25 -23.16 -22.46 -21.78 -21.10 

Cring2 -17.31 -17.58 -18.22 -18.76 -19.34 -19.87 

Nring1 20.65 20.33 20.49 20.49 20.44 20.40 

Cring3  -13.92 -13.39 -12.68 -12.03 -11.36 

Cring4   -14.29 -14.84 -15.46 -16.10 

Nring2   20.33 20.45 20.41 20.45 

Cring5    -13.78 -13.06 -12.34 

Cring6     -14.29 -14.93 

Nring3     20.32 20.42 

Cring7           -13.56 

2.4.5. Molecular Electrostatic Potential and Electron Delocalisation 

Figure 2.9 depicts the MESP features of benzene, naphthalene, anthracene and 

tetracene. The MESP features of the LPA mimics pB6, pN6, pA6 and pT6 are depicted 

in Figure 2.10 as representative cases. For the rest of the systems also, MESP 

features show close similarity to the representative cases. The -electron cloud of 

the molecules is seen in the MESP isosurface lobes and the most negative valued 
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MESP (Vmin) is useful for comparing the relative electron rich character of the -

regions in different molecules. 100, 101 For instance, Vmin analysis has been previously 

used for studying the Clar’s aromatic sextet theory of polycyclic aromatic 

hydrocarbons and related systems.16, 100, 101 

 

Figure 2.9. Plots of MESP isosurface (-9.0 kcal/mol) for benzene, naphthalene, 

anthracene and tetracene along with MESP minimum in kcal/mol.  

 

Figure 2.10. Plots of MESP isosurface (-9.0 kcal/mol) for pB6, pN6, pA6 and pT6 

along with MESP minimum in kcal/mol. 

Vmin values of benzene, naphthalene, anthracene and tetracene are -15.06, -

14.24, -13.94 and -13.74 kcal/mol respectively, which indicate the gradual decrease 

in the electron rich character of the aromatic system with increase in the number of 

annulated rings. The Vmin is the most negative for benzene (-15.06 kcal/mol) and 

Vmin= -15.06 Vmin= -13.74

Vmin= -14.24 Vmin= -13.93
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along the LPA series, it gradually decreases with increase in n value.  The Vmin 

observed on the LPA unit of every system is depicted in Table 2.17 along with the 

sum of all Vmin values referred to as Vmin.  

Table 2.18. MESP minimum (kcal/mol) observed on the LPA units for pB, pN, pA, 

and pT series of molecules. 

System Vmin on the LPA unit from left to right  Vmin 

(kcal/mol) 1 2 3 4 5 6 7 

pB1 -19.0 -19.0           -38.1 

pB2 -20.4 -15.4 -20.4     -56.1 

pB3 -20.8 -16.6 -16.6 -20.8    -74.8 

pB4 -21.1 -17.1 -17.5 -17.1 -21.1   -93.9 

pB5 -21.3 -17.3 -18.0 -18.0 -17.3 -21.3  -113.2 

pB6 -21.4 -17.4 -18.3 -18.5 -18.3 -17.4 -21.4 -132.4 

pN1 -18.3 -18.3      -36.6 

pN2 -20.1 -14.4 -20.1     -54.6 

pN3 -20.8 -15.7 -15.7 -20.8    -73.1 

pN4 -21.2 -16.5 -16.9 -16.5 -21.2   -92.1 

pN5 -21.4 -16.8 -17.4 -17.4 -16.8 -21.4  -111.2 

pN6  -21.5 -17.0 -17.8 -18.0 -17.8 -17.0 -21.5 -130.4 

pA1 -17.4 -17.4      -34.9 

pA2 -18.6 -15.8 -18.6     -53.1 

pA3 -19.2 -16.9 -16.9 -19.2    -72.2 

pA4 -19.3 -17.4 -17.9 -17.4 -19.3   -91.3 

pA5 -19.6 -17.7 -18.4 -18.4 -17.7 -19.6  -111.3 

pA6 -19.5 -17.6 -18.4 -18.7 -18.4 -17.6 -19.5 -129.6 

pT1 -16.6 -16.6      -33.1 

pT2 -17.4 -15.3 -17.4     -50.1 

pT3 -17.7 -16.3 -16.3 -17.7    -67.9 

pT4 -18.0 -16.6 -17.0 -16.6 -18.0   -86.0 

pT5 -18.0 -16.8 -17.4 -17.4 -16.8 -18.0  -104.4 

pT6 -18.0 -16.9 -17.6 -17.7 -17.6 -16.9 -18.0 -122.7 
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In pB series, the N-heterocycles show Vmin for the N-lone pair region in the 

range  -25.73 to -34.51 kcal/mol, wherein the innermost N-heterocycle shows the 

most negative character while the outermost one shows the least negative character. 

However, compared to Vmin of dihydrophenazene (-46.25 kcal/mol), the N-lone pairs 

of the heterocycles are significantly less negative. This indicates minor 

delocalization of the N-lone pairs in the LPA mimics which is not surprising 

considering the pyramidal nature of the N-centers.  In the pN series, Vmin observed 

for the N-heterocycles is in the range -3.14 to -8.78 kcal/mol while the pA and pT 

series do not show Vmin for the N-heterocycles. This indicates that the N-lone pair is 

strongly delocalized with the LPA units of pN, pA and pT series of molecules and the 

planar configuration of N-centers substantiate this statement. The Vmin data in Table 

2.18 clearly show that as the size of the LPA mimic increases, the negative character 

of Vmin on the outer most LPA unit increases gradually. This pattern is almost 

repeated in the interior LPA units as well. The enhancement in the negative 

character of Vmin with increase in size of the molecule suggests the increasing 

participation of N-lone pairs in -electron delocalization. This also means that the 

aromaticity of the molecule increases with increase in the length of the molecule.  In 

fact, Vmin quantity emerge as a good indicator of the electron delocalization in the 

molecule and shows a strong linear correlation with the total dehydrogenation 

energy Edh for the different series of molecules (Figure 2.11).  The magnitude of the 

slope of the correlation plot is the highest for the pT series and it decreases along 

the pA, pN and pB series. This indicates that the N-lone pair donation to enhance the 

aromaticity of the hydrocarbon portions is the highest for pT series and the lowest 

for the pB series. The MESP isosurface features also indicate that each of the LPA 

unit in the LPA mimic almost retains the MESP features of the parent hydrocarbon.  

This may suggest that the reactivity of an LPA unit in an LPA mimic could match to 

the reactivity of the parent hydrocarbon. Hence, the stability of the LPA mimic could 

largely depend on the stability of the parent hydrocarbon. In fact, considering the 

enhancement in the total aromaticity of the LPA mimic due to the utilization of N-

lone pairs in -conjugation, the overall stability of the system could be predicted to 

be higher than the parent hydrocarbon. Thus, the MESP features strongly suggest 

the existence of stable LPA mimics containing N-heterocycles. 
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Figure 2.11. Correlation between Vmin and ∑Edh for pB, pN, pA, and pT series. 

Calculations including the HF exchange are done using M06 and M06-2X 

methods for the substantiation of the results obtained by M06L method which has 

no HF exchange included in the formulation. The Vmin values on every LPA parts for a 

representative set of pN series is given in Table 2.19 and Table 2.20. As the HF 

exchange percentage increases the trends are same as that of M06L method but the 

values increases which is illustrated in the Figure 2.12.  From the figure it is clear 

that for both methods including HF exchange, the correlation lies in the same line 

indicating that the systems follow same trends with the inclusion of HF exchange, 

when compared to the M06L method which has 0% HF exchange. For M06 method 

the increase in the magnitude is very less compared to the M06L method, 0.05 to 

0.09 % only. For the values obtained after M062X method the increase is 

approximately 11% for all the systems.  

Table 2.19. Vmin (kcal/mol) on LPA part using M06/6-311++G(d,p) method 

  Vmin on the LPA unit from left to right  Vmin 

System 1 2 3 4 5 6 7 

M06 

pN1 -18.42 -18.42      -36.85 

pN2 -19.88 -15.16 -19.88     -54.92 

pN3 -20.41 -16.38 -16.38 -20.41    -73.57 

pN4 -20.78 -17.01 -17.37 -17.01 -20.78   -92.95 

pN5 -20.81 -17.23 -17.85 -17.85 -17.23 -20.81  -111.80 

pN6 -20.85 -17.41 -18.20 -18.39 -18.20 -17.41 -20.85 -131.30 
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Table 2.20. Vmin (kcal/mol) on LPA part using M06-2X/6-311++G(d,p) method. 

  Vmin on the LPA unit from left to right  Vmin 

System 1 2 3 4 5 6 7 

M062X 

pN1 -20.34 -20.34      -40.68 

pN2 -21.66 -17.52 -21.66     -60.83 

pN3 -22.14 -18.59 -18.59 -22.14    -81.48 

pN4 -22.40 -19.01 -19.52 -19.01 -22.40   -102.30 

pN5 -22.48 -19.40 -20.12 -20.12 -19.40 -22.48  -124.00 

pN6 -22.45 -19.48 -20.33 -20.58 -20.33 -19.48 -22.45 -145.10 

 

Figure 2.12. Correlation between ∑Vmin and ∑Edh for pN series of molecules at M06 

and M062X methods. 

2.4.6. Frontier Molecular Orbitals of LPA Mimics 

HOMO-LUMO gap is closely related to number of resonant sextets in the 

molecule.102 High kinetic stability is a direct consequence of large HOMO-LUMO gap 

(ELUMO-HOMO) since addition of electrons to high lying LUMO (ELUMO) and extraction of 

electrons from high lying HOMO (EHOMO) is energetically unfavourable.103-108  

A graph that plots the HOMO and LUMO energies along the Y-axis against the 

number of dihydropyrazine rings in every set of molecules in X-axis is drawn (Figure 

2.13 – 2.16). The magnitude of EHOMO decreases with number of annulating acene 

units. Unlike ELUMO, the gradual increase in the EHOMO is clearly visible in all the 

figures. The interesting phenomena is that for pB series this change is more 
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prominent, while in the case of other higher acene annulated LPA mimics, the 

change becomes less and less prominent. The figure clearly shows that that there is 

only a slight decrease in the ELUMO with the chain length increase, which appears like 

there is no substantial change in LUMO. As the size of the acene that is being 

annulated increases the magnitude of the ELUMO energy also decreases. This decrease 

together with the small decrease when number of annulated units increases are the 

main reasons for the ELUMO-HOMO tuning as we progress from smaller to longer LPA 

mimics, since the reduction in band gap is not supported by the energy lowering of 

the HOMO.  

Table 2.21. HOMO, LUMO energies and HOMO-LUMO energy gap for LPA mimics. 

System EHOMO 

 (eV) 

ELUMO  

(eV) 

ELUMO-HOMO  

(eV) 

System EHOMO  

(eV) 

ELUMO  

(eV) 

ELUMO-HOMO   

(eV) 

B -6.44 -0.95 5.49 A -5.04 -2.49 2.55 

pB1 -4.15 -0.94 3.21 pA1 -4.55 -2.44 2.11 

pB2 -3.61 -0.93 2.69 pA2 -4.34 -2.40 1.93 

pB3 -3.40 -0.91 2.50 pA3 -4.17 -2.38 1.80 

pB4 -3.28 -0.89 2.39 pA4 -4.08 -2.36 1.73 

pB5 -3.21 -0.88 2.33 pA5 -4.02 -2.35 1.68 

pB6 -3.17 -0.87 2.30 pA6 -3.99 -2.34 1.65 

N -5.56 -1.88 3.68 T -4.69 -2.89 1.80 

pN1 -4.43 -1.81 2.62 pT1 -4.32 -2.84 1.47 

pN2 -3.96 -1.77 2.19 pT2 -4.16 -2.81 1.35 

pN3 -3.75 -1.74 2.01 pT3 -4.08 -2.79 1.29 

pN4 -3.62 -1.71 1.92 pT4 -4.03 -2.77 1.26 

pN5 -3.55 -1.69 1.86 pT5 -4.00 -2.76 1.24 

pN6 -3.49 -1.67 1.82 pT6 -3.98 -2.75 1.22 

 

Figure 2.13. HOMO-LUMO energy gap modulation in pB series LPA mimics. 
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Figure 2.14. HOMO-LUMO energy gap modulation in pN series of  LPA mimics. 

 

Figure 2.15. HOMO-LUMO energy gap modulation in pA series of  LPA mimics. 

 

Figure 2.16. HOMO-LUMO energy gap modulation in pT series of  LPA mimics. 

The FMO energies and the gap between them for all the systems are given in 

Table 2.21. Compared to LPA, all the corresponding LPA mimics show significantly 

higher EHOMO and slightly higher ELUMO (Table 2.21). For instance, in the case of LPA 

mimics composed of anthracene moieties, viz. pA1 - pA6,  EHOMO is in the range -4.55 

to -3.99 eV which is higher than EHOMO of anthracene (-5.04 eV) while their ELUMO 

falls in a narrow range -2.44 to -2.34 eV is close to ε1 -2.49 eV observed for 

anthracene. Since only the EHOMO energy showed significant increase with respect to 

the length of the LPA mimic, a steady decease in ELUMO-HOMO with increase in size of 
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the molecule is observed in all the systems. In fact, going from pB1 to pT6, ELUMO-HOMO 

modulation can be achieved from 3.21 eV to 1.22 eV and suggests that excellent 

band gap tuning using dihydropyrazine annulated linear polyacenes can be achieved 

for solar cell applications.  

The HOMO and LUMO pictures given for the representative cases pA2 and pT2 

(Figure 2.17) show that HOMO is formed by the delocalization of N-lone pairs in to 

the B1g symmetric -orbital for former and Au symmetric -orbital for the latter 

whereas LUMO localized on to the LPA core shows features very similar to the B3u 

symmetric LUMO of anthracene and B1g symmetric LUMO of tetracene (under D2h 

molecular symmetry).  

 

Figure 2.17. HOMO and LUMO orbitals of pA2 and pT2 with similar kind of MO’s of 

anthracene and tetracene. 

In fact, in every molecule, two sets of -MOs are observed, viz. one 

characteristic of the LPA moiety, localized exclusively on them and devoid of any 

contributions from the N-lone pairs and the other consisting of the contributions of 

N-lone pairs. The delocalization of N-lone pairs in HOMO is observed for all the LPA 
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mimics and the energy of HOMO is influenced by the number of N-centres in the 

molecule whereas LUMO energy is independent of the N-centres. For all the systems 

MO shows similar characteristics features as mentioned above, proving electronic 

level similarity of LPA mimics with the LPAs composing them. 

2.4.7. Singlet-triplet Energy Gap 

Lowest singlet (S1) and triplet (T1) state energies and structures 

corresponding to every set of systems are done using time-dependent DFT 

optimisation. By plotting the number of dihydropyrazine moieties against the ∆ET1-S0 

the trend of the decrease in the energy gap is visualised for every set of molecule 

(Figure 2.18).  

 

Figure 2.18.Plots showing trends in ΔET1-S0 , ΔES1-T1  & ΔES1-S0 with size of system. 

The emission process is the vertical S1S0 transition; thereby the energy gap 

(ES1-ES0) is a direct measure of the emission lifetime. Delayed S1 to S0 de-excitation 

accounts for the fluorescence and the energy difference can be directly related to the 

fluorescence lifetime also. ∆ET1-S0 corresponds to the phosphorescence phenomena, 

and is directly related to the phosphorescence lifetime of the molecule, which has a 

direct relation with the photo-stability of the molecule.  Whereas ∆ET1-S1 

corresponds to the intersystem crossing (ISC) phenomena, which is a nonradiative 

form of relaxation having the slowest rate of all the transitions. The efficiency of ISC 

0

0.5

1

1.5

2

2.5

3

0 1 2 3 4 5 6

∆ET1-S0 

(eV)

Number of dihydropyrazine rings

pB

pN

pA

pT

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 1 2 3 4 5 6

∆ES1-T1 

(eV)

Number of dihydropyrazine rings

pB

pN

pA

pT

0

0.5

1

1.5

2

2.5

3

3.5

0 1 2 3 4 5 6

∆ES1-S0 

(eV)

Number of dihydropyrazine rings

pB

pN

pA

pT



103 
 

can be improved by reducing the energy gap between the singlet and triplet excited 

states.109 Spin-orbit coupling is directly related to the intersystem crossing. The rate 

of intersystem crossing largely affects the conversion efficiency of a solar cell.110, 111 

Phosphorescence is a manifestation of intersystem crossing where the relaxation 

from the excited triplet state to the singlet ground state happens occurs.  Optical gap 

of a system is predicted by the energy of lowest singlet excited state, and energy 

ordering of T1 with respect to S1 is very important factor that determines the 

reverse intersystem crossing (RISC) which in turn is a determining factor of 

efficiency of electroluminescence.112 

For pB and pN series the trend is clearly decreasing in nature, but for pA and 

pT seires even though the size increase is more than that of the former cases the 

change in the energy gap is not very significant. Thereby the plot corresponding to 

these series appears as a straight line. The energy gap between first singlet excited 

state and first triplet excited state (∆ES1-T1) is plotted against the number of hetero-

rings present in every set of molecules to give the plot (Figure 2.18) describing the  

decrease of the energy gap as the size of the molecular system is increased. Very 

small S1-T1 gap is observed experimentally and theoretically for conjugated 

systems. The difference in energy between S1 and T1 (∆ES1-T1), T1 and S0 (∆ET1-S0) 

and S1 and S0 (∆ES1-S0)are calculated which are given in Table 2.22.  

Table 2.22. Energy difference between singlet and triplet levels in eV. 

System 

 

∆ET1-S0 

(eV) 

∆E S1-T1 

(eV) 

∆E S1-S0 

(eV) 

System 

 

∆E T1-S0 

(eV) 

∆E S1-T1 

(eV) 

∆E S1-S0 

(eV) 

pB1 2.26 0.63 2.89 pA1 1.53 0.73 2.26 

pB2 1.74 0.49 2.23 pA2 1.49 0.55 2.04 

pB3 1.56 0.39 1.95 pA3 1.49 0.41 1.90 

pB4 1.47 0.34 1.81 pA4 1.49 0.29 1.78 

pB5 1.40 0.29 1.69 pA5 1.49 0.21 1.70 

pN1 2.31 0.60 2.91 pT1 0.94 0.67 1.61 

pN2 1.99 0.42 2.41 pT2 0.92 0.51 1.43 

pN3 1.85 0.29 2.14 pT3 0.93 0.41 1.34 

pN4 1.78 0.20 1.98 pT4 0.94 0.35 1.29 

pN5 1.74 0.14 1.88 pT5 0.94 0.34 1.28 
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  The role of number and type of the heteroring is important in the tuning of 

the energy gap, as evident from the fact that for systems having same number of 

rings the excited energy gap is different. For example, pB2 and pN1 systems have 5 

rings in them and the values ∆ET1-S0 and ∆ES1-T1 values are 1.74 eV and 0.49 eV for 

pB2 and 2.31 eV and 0.60 eV for pN1 systems. The emission lifetime can be accessed 

by the understanding of S1-S0 bandgap. The effective tuning in the values is 

illustrated using the Figure 2.18. The gradual decrease in the energy gap as the size 

increases is evident here. 

2.4.8. Absorption Spectra 

The theoretical absorption maxima values having maximum oscillator strength 

(λmax) of all the molecules are given in Table 2.23 and the spectral features of all the 

systems are portrayed in Figure 2.19-2.22. Figure 2.19 represents the absorption 

spectra of all the molecules of pB series, whereas Figure 2.20, Figure 2.21 and Figure 

2.22 are absorption spectra of all the molecules of pN, pA and pT series respectively.  

Table 2.23. Absorption maxima values (λmax) of LPA mimics. 

System λmax (nm) system λmax (nm) system λmax (nm) system λmax (nm) 

pB1 242 pN1 296 pA1 342 pT1 381 

pB2 388 pN2 330 pA2 376 pT2 413 

pB3 427 pN3 564 pA3 638 pT3 706 

pB4 441 pN4 605 pA4 681 pT4 645 

pB5 458 pN5 636 pA5 619 pT5 684 

pB6 464 pN6 659 pA6 650 pT6 715 

For every system, as the size of the molecule increases, λmax shows significant 

red shift along with increase in the number of minor peaks in the spectrum. 

Analysing the absorption spectra of all the systems in pB series reveals that the λmax 

varies from 242 nm for pB1 to 464 nm for pB5. for pB1 series the λmax having 

maximum oscillator strength is at 242 nm whereas the λmax at longest wavelength is 

at 338 nm. For pB2 system the λmax values are at 388 and 409 nm. For pB3 the in 

addition to the most prominent λmax at 427 nm, there are a set of λmax  at 350, 360 

and 446 nm. pB4 system has λmax at 380, 441 and 465nm, whereas pB5 system has 

λmax at 425, 458 and 475 nm. The longest system in the series pB6 has λmax at 440, 
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464 and 475 nm. In the series pB1 and pB2 shows absorption in the UV region, while 

the other higher molecules in the series shows most of the absorption in the visible 

region of electromagnetic spectrum. One of the peculiarities of the systems is that 

the number of rings constituting does not have a profound effect on the value of 

absorption maxima. For example consider pA4 and pT3 both consisting of 19 rings, 

the values of λmax are 681 nm and 706 nm respectively. Similarly pN4 and pT2 are 

made up of 14 rings have λmax values at 605 nm and 413 nm respectively. 

 

Figure 2.19. Absorption spectra of pB series at M06L/6-311++G(d,p) level of theory. 

 

Figure 2.20 Absorption spectra of pN series at M06L/6-311++G(d,p) level of theory.  
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Figure 2.21 Absorption spectra of pA series at M06L/6-311++G(d,p) level of theory. 

 

Figure 2.22. Absorption spectra of pT series at M06L/6-311++G(d,p) level of theory. 
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425 and 474 nm. pN4 system has λmax at wavelengths 404, 481, 517 and 605 nm, 

whereas pN5 system has prominent  λmax at wavelengths 447, 457, 525, 553 and 636 

nm. The most red shifted absorption is observed for the system pN6 which has λmax 

at 659 nm, together with weak absorption at the wavelengths 472, 492, 560 and 582 

nm. In the case of pN series like pB series first two members are showing absorption 

in the UV region and the other systems in the visible region. 

For pA series, the change in λmax is from 303 nm to 731 nm.  pA1 system has 

absorption maxima having maximum oscillator strength at 342 nm and absorption 

in the blue shifted region at 303 nm and a red shifted one at 484 nm. For pA2 system 

the λmax values are at 376 and 575 nm. For pA3 system the most prominent λmax  

appears at 638 nm, with a set of λmax at 434, 500, and 529 nm. pA4 system has λmax at 

wavelengths 501, 557, 579 and 681 nm, in which the most prominent one having the 

maximum oscillator strength is at wavelength 681 nm. pA5 system has prominent  

λmax at wavelengths 520, 544, 602, 619 and 711 nm. The most red shifted absorption 

is observed for the system pA6 which has λmax at 731nm, together with absorptions 

at the wavelengths 557, 579, 637, 650 nm, with the strongest absorption at 650 nm. 

Majority of the pA systems show absorption in the visible region while except pA1 

and pA2, which shows absorption in the UV region. 

In pT series, pT1 and pT5 show the lowest 341 nm and the highest 789 nm 

values for λmax. pT1 system has absorption maxima having maximum oscillator 

strength at 381 nm and absorption in the blue shifted region at 341 nm and a red 

shifted one at 547 nm. For pT2 system the λmax values are at 413, 523 and 644 nm. 

For pT3 system the most prominent λmax appears at 706 nm, together with 

absorptions at 575 and 592 nm. pT4 system has λmax at wavelengths 631, 645 and 

746 nm, whereas pT5 system has prominent  λmax at wavelengths 684 and 772 nm. 

The most red shifter absorption is observed for the system pT6 which has λmax at 789 

nm, and the strongest absorption at 715 nm. As the size of the system increases the 

number of λmax is decreasing in this series. Taking the example of pT5 and pT6, both 

having only two absorption maxima values in the theoretical spectra calculated the 

above statement is validated. In the case of pT series only pT1 shows absorption in 

the UV region, while all others absorbs in the visible region. Theoretical tuning of the 

λmax values can be realised by the change in number of systems annulated which is 

very much beneficial in the engineering of dye-sensitized solar cells.113 
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   Table 2.23. Light harvesting efficiency (LHE) of all LPA mimics. 

System LHE System LHE System LHE System LHE 

pB1 0.748 pN1 0.972 pA1 0.988 pT1 0.986 

pB2 0.375 pN2 0.997 pA2 0.999 pT2 0.999 

pB3 0.477 pN3 0.934 pA3 0.981 pT3 0.990 

pB4 0.495 pN4 0.952 pA4 0.986 pT4 0.995 

pB5 0.511 pN5 0.956 pA5 0.989 pT5 0.999 

pB6 0.561 pN6 0.955 pA6 0.998 pT6 1.000 

Light harvesting efficiency (LHE) for a material is the maximum attainable 

efficiency for light absorption, which can be theoretically predicted from the 

electronic spectral data. LHE of a material is closely related to the magnitude of 

oscillator strength (f) as larger the oscillator strength, larger the light harvesting 

efficiency,114-116 which is evident from the equation, LHE = 1-10-f. The LHE of all the 

system analysed is given in Table 2.22. Very high LHE of the order of 0.9 is observed 

for almost all systems in pN, pA and pT series. For pB series comparatively lower 

values are obtained. For pB series the lowest LHE of 0.375 is shown by pB2 and 

maximum of 0.748 is exhibited by pB1.  Of all the systems analysed, the maximum 

LHE of 1.000 is exhibited by the longest system pT6. These values infer that the size 

and the length of the LPA used are influencing the LHE, since same number of rings 

containing systems shows different LHE values. For example pB2 and pN1 systems 

having 5 rings in them show significantly varied LHE values of 0.375 and 0.972 

respectively. 

2.5. Conclusions 

Density functional theory calculations at M06L/6-311++G(d,p)  level have been  

carried out on 24 dihydropyrazine annulated linear polyacene systems to reveal 

their aromaticity, electronic character, UV spectra, HOMO-LUMO energy gap and 

singlet-triplet energy gap. The LPA mimics composed of benzene units (pB1 – pB6) 

are non-planar while those composed of naphthalene (pN1 – pN6), anthracene (pA1 – 

pA6) and tetracene (pT1 – pT6) units are planar. In pB series, mixing of N-lone pairs 
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with the π-system of benzene core is ineffective due to the core retaining six-π 

electron delocalization while the decrease in the net π-electron content of the higher 

acene cores promotes strong delocalization of N-lone pairs with the π-electrons of 

carbons rings, leading to planar structures. All the molecules showed strong 

multidimensional character of aromaticity such as energetic stabilization, bond 

length equalization, and magnetic properties. The dehydrogenation energy (Edh) 

computed for each of the N-heterocycle of an LPA mimic provided a simple and 

effective way to assess the thermodynamic stability of the molecule due to 

aromaticity. The aromatic stabilization is enhanced in larger LPA mimics due to 

enhancement in the involvement of N-lone pairs in π-electron conjugation. This has 

been verified by the analysis of molecular electrostatic potential (MESP) features as 

this property showed improvements in electron rich character of the core 

hydrocarbon units at the expense of the N-lone pairs. The absorption spectra of the 

studied systems show the possibility of tuning the λmax values which is an advantage 

to the optoelectronic industry. As the size of the systems increases, λmax value gets 

more and more red shifted as expected. As the size of LPA mimic increased, the 

HOMO energy increased with concomitant decrease in LUMO energy resulting 

substantial reduction in HOMO-LUMO energy gap. The light harvesting efficiency of 

most of the designed systems is very high, which makes them good candidates for 

solar applications also. Moreover, a gradual decrease in the singlet-triplet energy 

gap (∆EST) proportional to the size of the LPA mimics is observed. In short, by 

adjusting the length of LPA unit as well as by choosing the appropriate number of 

dihydropyrazine rings for annulation, an LPA mimic showing the desired band gap 

and ∆EST gap can be designed for potential applications in the fabrication of efficient 

optoelectronic devices, as the calculated light harvesting efficiency of designed 

systems are high. 

The dihydropyrazine systems pB167, 117 and pN157 are known in the literature 

while higher analogues or higher acene based systems are yet to be synthesised. As 

mentioned before, benzene core could be unattractive for making planar structures 

while for a higher acene such as tetracene, even with one annulation of the N-

heterocycle can yield a planar, aromatic structure with nine rings. We hope that the 

theoretical predictions provided in this work may inspire the synthetic chemists to 



110 
 

explore the rich possibilities of higher LPA mimics, including the derivatization of 

the N-centres for improving the solubility requirements. 
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3.1. Abstract 

Linear polyacene (LPA) mimics containing multiple heterocycles have been 

computationally designed by annulating 1,4-dihydro-1,4-azaborinine moieties to 

benzene (aB1 - aB5), naphthalene (aN1 - aN5), anthracene (aA1 - aA5) and tetracene 

(aT1 - aT5) cores.  DFT studies conducted on them using M06L/6-311++G(d,p) method 

reveal a perfectly planar structure for all and suggest the utilization of nitrogen lone 

pairs for aromatic -electron delocalization. The computed values of aromaticity 

indices such as HOMA, NICS, and dehydrogenation energy (Edh) of heterocycles support 

strong aromatic character for each six-membered ring in the LPA mimics. On the basis 

of the minimum value of the molecular electrostatic potential (Vmin) observed on each 

LPA unit in the LPA mimics, the extended delocalization of -electrons is verified. The 

energetic parameter Edh showed strong linear correlation with HOMA, NICS and Vmin 

parameters, which strongly supports the multidimensional character of aromaticity in 

LPA mimics.  The electronic property modification is shown by the theoretical 

absorption spectra data and singlet-triplet energy gap (∆EST).  The band gap and ∆EST 

tunings are achieved for LPA mimics by selecting an appropriate number of 

azaborinine type units and the size of LPA core used for annulation. Quite high 

theoretical light harvesting efficiency of almost all the molecules reinforces the 

usefulness of such designed systems for solar applications. 

3.2. Introduction 

Linear polyacenes are laterally fused benzenoid hydrocarbons1 which can be 

considered as one atom thick nanowires. These class of molecules have least number 

of aromatic sextet per number of aromatic rings.2 Acenes special features make them 

a very good candidate for electronic and optical applications.  They have the least 

HOMO-LUMO gap comparing with other hydrocarbons consisting of same number of 

rings.3, 4 Strong 2D interactions in the solid state and high charge mobility makes 

acenes beneficial in the nanotechnological applications.3, 5, 6 The main drawback of 

using acenes for practical purposes is their declining stability as the length of chain 

increases, which is  due to the phenomenon of aromatic dilution.7, 8 Because of all 

these factors and olefin like reactivity, the syntheses and application of higher acenes 

beyond pentacene are very difficult.9-11 The chemical unstability of higher acenes 
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paved the way for the designing of LPA mimics, which incorporates heteroatoms like 

nitrogen, sulphur or boron into the hexagonal rings without affecting the overall 

stability of the molecule.12, 13 Nitrogen-rich oligoacenes are useful as organic 

semiconductors.14 Very recently, a theoretical study on 1,4-dihydropyrazine 

annulated LPA systems has been done by us showed the effective use of N centers for 

band  gap tuning in LPA mimics.15 Boron anion is effectively demonstrated as a 

substitute for carbon in the case of 5-membered cyclopentadienyl rings.16 Boron 

incorporated thiophene-based conjugated polymers have been synthesized.17 Boron 

containing molecules have widespread applications in optoelectronic field because of 

the vacant Pz orbital in them.18 Boron and nitrogen together have an effective atomic 

mass of 12 which is equivalent to that of two carbon atoms, thereby making C=C and 

B-N as isoelectronic, isosteric and thereby similar.12, 13 Therefore, polycyclic aromatic 

hydrocarbons having boron and nitrogen atoms embedded in their structural 

skeleton can be considered as LPA mimics. Yet because of the difference in 

electronegativity between boron and nitrogen, effective polarization will be different 

for such molecules compared to the LPAs. For instance, B,N-heteroacenes have been 

successfully demonstrated for their various properties namely in luminogens for 

detecting fluoride ions.19 The aromaticity and electronic features of acenes and their 

BN analogues were investigated extensively theoretically also.20 

Introducing boron and nitrogen in a benzene skeleton will lead to 3 isomers, 

viz. 1,2-dihydro-1,2-azaborinine, 1,3-dihydro-1,3-azaborinine and 1,4-dihydro-1,4-

azaborinine wherein the heteroatoms occupy at the ortho, meta and para positions, 

respectively with respect to each other. Theoretical investigations on azaborinines 

started from 1998 onwards.21  The pioneers in the area of synthesis of 1,2-

azaborinine derivatives are Dewar and White in the 60s.22-24 Many monocyclic and a 

few polycyclic 1,2-azaborinine derivatives have been synthesized afterward .25-37 The 

first isolation and characterization of 1,2-dihydro-1,2-azaborinine were materialized 

only in 2009.38 1,3-dihydro-1,3-azaborinine was synthesized as an N-methyl, B-

isopropyl amine derivative for the first time.39 A number of benzo-fused examples for 

1,4-dihydro-1,4-azaborinine is known in the literature.40-46 In the case of LPA mimics 

made up of 1,2-dihydro-1,2-azaborinine and 1,3-dihydro-1,3-azaborinine units, more 

than one ring will share the B or N centers while in the case of 1,4-dihydro-1,4-

azaborinine unit, the B and N centers are isolated within a single ring.  Previously 
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Ghosh et al. have shown that more ring shared BN containing molecules are less 

aromatic than the less ring shared BN containing molecules.47 In other words, 1,4-

dihydro-1,4-azaborinine based LPA mimics are expected to have more aromatic 

character than other structures. The present study will focus only on LPA mimics 

composed of 1,4-azaborinine type units. 

3.3. Computational Methods 

Gaussian09 suite of programs at M06L/6-311++G(d,p) level of density 

functional theory (DFT) were used for optimising the geometry of all the molecules 

in the study.48-50  The optimized structures were confirmed as energy minima by 

vibrational frequency analysis. A previous benchmark study by Remya and Suresh 

on a variety of non-covalent dimers using around 380 different DFT methods 

yielded M06L as the most reliable for geometry and interaction energy close to the 

CCSD(T) level accuracy. Recent studies conducted with M06L functional (the meta-

GGA local functional with 0% Hartree-Fock (HF) exchange51) on a variety of systems 

have given reliable results in agreement with high accuracy ab initio methods and 

dispersion-corrected DFT methods.52-54 The wavefunction generated at M06L/6-

311++G(d,p) is used for molecular electrostatic potential (MESP) calculation. For all 

the molecules, aromaticity of each ring is quantified by computing the z component 

of the nucleus independent chemical shift at 1 Å above the ring center (NICSzz(1)).55 

Using the procedure of Krygowski et al56 harmonic oscillator model of aromaticity 

(HOMA) index is calculated for all the systems. Using time-dependent DFT 

techniques at the same level of theory, the absorption spectra of every set of 

molecules are calculated. The TD-DFT optimization is done to get the structure and 

energy for the first triplet (T1) and first singlet (S1) state of all the molecules 

analyzed, and the energy gap between the singlet and triplet energy are also 

calculated. 

3.4. Results and Discussions 

3.4.1. Design Strategy  

The improvement of the Clar’s sextet distribution in the LPA mimics is the 

driving force for the molecular design strategy.8 Benzene has one π-electron per CC 

bond (nπ) and its conjugated cyclic π-electron system is often described as a perfect 
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aromatic sextet. For all polycyclic benzenoid hydrocarbons, number of π-electron per 

CC bond (nπ) is always less than 1 and it diminishes with increase in the size of an 

LPA molecule. For naphthalene, anthracene, tetracene, and pentacene, nπ is 0.91, 

0.88, 0.86 and 0.85, respectively.  By fusing two LPA moieties through one -NH- unit 

and a –BH- unit, a higher LPA mimic can be designed.  Every fusion point will 

represent a 1,4-dihydro-1,4-azaborinine unit. In our design, we consider a symmetric 

distribution of heteroatoms so that the fusion points will show connections to 

alternate BH and NH units (Figure 3.1). We use a notation that uses two letters and a 

number to represent the designed systems. The first notation is ‘a’ which represents 

1,4-azaborinine-type character of the heterocycle while the second letter B, N, A or T 

represents the core hydrocarbon unit made up of benzene, naphthalene, anthracene 

or tetracene moieties, respectively.  Further, the numbers 1, 2, 3, 4 and 5 represent 

the number of 1,4-azaborinine-type heterocycles in the molecule. For a system 

having ‘n’ 1,4-dihydro-1,4-azaborinine moieties, there will be ‘n+1’ benzene, 

naphthalene, anthracene or tetracene units present. For example, aB1 is the 5,10-

dihydrodibenzo[b,e][1,4]azaborinine molecule (Figure 3.1) which is made up of one 

1,4-dihydro-1,4-azaborinine-type heterocycle and two benzene cores. Similarly aN2 

represents an LPA mimic made up of three naphthalene cores and two 1,4-dihydro-

1,4-azaborinine type heterocycles. The dihydroazaborinine systems selected for this 

study are aB1 – aB5, aN1 – aN5, aA1 – aA5, aT1 – aT5.   

 

Figure 3.1. Representative structures of the molecules under study containing 1,4-

azaborinine -type heterocycles. 

Optimized structural parameter of a representative molecule aN1 is shown in 

Figure 3.2. The entire sets of molecules show planar structure. Delocalization of the 
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lone pair electrons of N via the electron vacancy in B and the -system of the carbon 

rings for aromatic -conjugation is responsible for the perfect planar topology of all 

the systems under study. 

 

Figure 3.2. Optimized structure of aN1 at M06L/6-311++G(d,p) level (all the bond 

lengths in Å). 

In the molecules studied, boron with three formal satisfied valencies can 

account for only six electrons. In other words, boron is formally electron deficient by 

two electrons in the valence region. The two electron deficiency in boron center is 

compensated by lone pair electron donation from nitrogen. The nitrogen lone pair 

donation takes place through the -electron bearing carbon centers.  This is the 

reason for N-centers appearing in planar form. In other words, the N-lone pair is no 

longer a lone pair and it becomes part of the -system. As a result, all the individual 

rings attain 6 -electron count, the magic number for aromaticity.  

3.4.2. Dehydrogenation Energy 

Scheme 3.1. Dehydrogenation of 1 to 2 and 2 to 3. 

In order to assess the thermodynamic stability of the systems (aB1 – aB5, aN1 – 

aN5, aA1 – aA5, aT1 – aT5), energy change associated with dehydrogenation of 

heterocentres is calculated. Dehydrogenation energy (Edh) is calculated in a step-wise 

manner starting from the most peripheral heteroring (ring1) followed by the next 

neighboring ring (ring2) and so on until the last one to get the fully dehydrogenated 

system.  Scheme 3.1 illustrates this strategy for aB2 system. The Edh values 

corresponding to every dehydrogenation step is shown in Table 3.1.  
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Table 3.1. Dehydrogenation energies (∑Edh) values in kcal/mol of LPA mimics. 

Dehydrogenated structures of aA5 and aT5 were omitted due to convergence 

problems in optimization. 

System 

ring1 

 

ring2 

 

ring3 

 

ring4 

 

ring5 

 

∑Edh 

(kcal/mol) 

aB1 74.2 

    

74.2 

aB2 75.8 76.3 

   

152.1 

aB3 75.7 78.2 77.2 

  

231.0 

aB4 76.1 77.7 79.1 77.2 

 

310.0 

aB5 75.8 77.9 78.7 79.2 77.4 389.1 

aN1 80.5 

    

80.5 

aN2 80.3 82.6 

   

162.8 

aN3 80.4 82.4 82.8 

  

245.5 

aN4 80.4 82.2 82.8 82.8 

 

328.2 

aN5 80.3 82.5 82.4 82.8 82.8 410.9 

aA1 84.1 

    

84.1 

aA2 83.7 85.6 

   

169.3 

aA3 83.8 85.1 81.9 

  

250.8 

aA4 83.7 85.1 85.3 77.5 

 

331.3 

aT1 86.3 

    

86.3 

aT2 85.4 87.3 

   

172.6 

aT3 85.9 86.6 77.5 

  

250.0 

aT4 85.7 86.9 76.6 83.9 

 

333.1 

The dehydrogenation of a heterocycle is highly endothermic in nature with the 

lowest value of 74.2 kcal/mol observed for aB1. In general, Edh of a heteroring 

increases with increase in the size of the annulation unit, viz. benzene, naphthalene, 

anthracene, and tetracene. This indicates that BH and NH hetero center connection 

is more stabilizing for a larger LPA unit. In the case of dihydropyrazine annulated 

LPA mimics described in a previous paper15, average Edh for a ring is found to be 

38.8 kcal/mol whereas in the present azaborinine  incorporated systems, the 

average Edh 81.2 kcal/mol is very high meaning that the 1,4-dihydro-1,4-azaborinine 

based LPA mimics are more stable than the dihydropyrazine based systems. The 
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total increase in the dehydrogenation energy (∑Edh) is directly related to the 

increase in the number and size of the LPA units.  

3.4.3. Bond length Equalization and Aromatic Character  

Aromaticity is a multidimensional phenomenon, involving structural, 

electronic, magnetic and energetic properties of the molecules.57-67 The HOMA index, 

developed by Krygowski et al. is one of the geometry based methods to compare the 

aromaticity of a variety of organic molecules.56, 68 HOMA can be calculated using the 

equation 3.1, where  is an empirical normalization constant (which is selected in 

such a way that HOMA is zero and one for non-aromatic and aromatic systems, 

respectively). The  values for CC, CN and CB bonds are 275.7, 93.5 and 138.06, 

respectively.68-72 n is the total number of bonds; Ropt and Ri are optimal aromatic 

bond length and computed bond length, respectively. Ropt for CC, CN, and CB bonds 

are 1.388, 1.334 and 1. 561 Å, respectively47, 68-72 

���� = 1 −
�

�
�(���� − ��)�

�

�

 Eq. 3.1 

For a perfect aromatic system, HOMA is 1 because of the evident bond length 

equalisation, and a HOMA value close to zero indicates non-aromatic character. The 

CC bond length of benzene (1.388 Å), is considered as the most optimum for an 

aromatic hydrocarbon.  In the present study, the notations Aring1, Aring2 etc. are 

used to indicate the most peripheral to the interior symmetrically distinguishable 

azaborinine heterocycles. Similarly, notations Cring1, Cring2 etc are used to indicate 

the most peripheral to the interior carbon rings (Figure 3.3). 

  

Figure 3.3. Picture of aN2 molecule with notations used to distinguish the rings. 

The HOMA values for all the rings in the molecules of aB, aN, aA and aT series 

are given in Tables 3.2, 3.3, and 3.4, respectively. For aB series, HOMA is in the range 

0.91 - 0.75, the maximum being 0.91 for the peripheral Cring1 of aB1 and the 

minimum 0.75 for the Aring3 of aB5. Compared to aB series, a gradual decrease in 
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HOMA is observed going from aN to aA to aT series as the HOMA range is 0.67 - 0.77, 

0.60 - 0.72 and 0.59 - 0.66, respectively. 

Table 3.2. HOMA index of aB series of LPA mimics. 

  aB1 aB2 aB3 aB4 aB5 

Cring1 0.91 0.9 0.89 0.89 0.89 

Aring1 0.8 0.77 0.77 0.77 0.77 

Cring2 

 

0.87 0.86 0.86 0.86 

Aring2 

  

0.75 0.75 0.75 

Cring3 

   

0.86 0.86 

Aring3 

    

0.75 

 1.71 2.54 3.27 4.12 4.87 

Table 3.3. HOMA index of aN series of LPA mimics. 

  aN1 aN2 aN3 aN4 aN5 

Cring1 0.77 0.76 0.76 0.76 0.76 

Cring2 0.79 0.78 0.78 0.78 0.78 

Aring1 0.70 0.68 0.69 0.69 0.69 

Cring3 
 

0.75 0.75 0.75 0.75 

Cring4 
  

0.75 0.75 0.75 

Aring2 
  

0.67 0.67 0.67 

Cring5 
   

0.75 0.75 

Cring6 
    

0.75 

Aring3 
    

0.67 

 2.26 2.98 4.40 5.15 6.57 

The hetero rings always show slightly smaller values of HOMA than the 

carbon rings. The lowest HOMA 0.59 is observed for Aring1 of aT5, the largest 

molecule among the studied systems. The HOMA values of the molecules suggest 

that they all possess a substantial amount of aromatic character. In addition, the 

difference observed in the HOMA between carbon rings and heterorings is small 

which suggests the smooth distribution of -electrons and aromatic character for 

the entire molecule.    
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Table 3.4. HOMA index of aA and aT series of LPA mimics. 

  aA1 aA2 aA3 aA4 aA5 

Cring1 0.68 0.68 0.68 0.68 0.68 

Cring2 0.72 0.72 0.72 0.72 0.72 

Cring3 0.67 0.68 0.68 0.68 0.68 

Aring1 0.63 0.63 0.63 0.63 0.63 

Cring4 

 

0.67 0.67 0.66 0.66 

Cring5 

 

0.70 0.70 0.69 0.69 

Cring6 

  

0.67 0.67 0.67 

Aring2 

  

0.62 0.63 0.62 

Cring7 

   

0.67 0.67 

Cring8 

   

0.70 0.70 

Cring9 

    

0.67 

Aring3 

    

0.63 

 2.69 4.06 5.35 6.71 8.00 

  aT1 aT2 aT3 aT4 aT5 

Cring1 0.63 0.63 0.63 0.63 0.63 

Cring2 0.66 0.66 0.66 0.66 0.66 

Cring3 0.65 0.64 0.65 0.65 0.65 

Cring4 0.61 0.62 0.62 0.61 0.62 

Aring1 0.60 0.59 0.60 0.59 0.60 

Cring5 

 

0.61 0.61 0.61 0.61 

Cring6 

 

0.64 0.64 0.64 0.64 

Cring7 

  

0.64 0.64 0.64 

Cring8 

  

0.62 0.62 0.62 

Aring2 

  

0.60 0.60 0.60 

Cring9 

   

0.62 0.62 

Cring10 

   

0.64 0.64 

Cring11 

    

0.64 

Cring12 

    

0.61 

Aring3 

    

0.60 

 3.15 4.39 6.25 7.50 9.36 
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The sum of HOMA indexes of all the rings in a molecule (∑HOMA) 

corresponding to every system studied is given in Table 3.5. ∑HOMA shows a strong 

linear correlation with ∑Edh for all the set of molecules (Figure 3.4) and indicates 

that dehydrogenation energy is proportional to the aromatic character of the 

molecule.  

Table 3.5. ∑HOMA values of all LPA mimics. 

System  System  System  System  

aB1 1.71 aN1 2.26 aA1 2.69 aT1 3.15 

aB2 2.54 aN2 2.98 aA2 4.06 aT2 4.39 

aB3 3.27 aN3 4.40 aA3 5.35 aT3 6.25 

aB4 4.12 aN4 5.15 aA4 6.71 aT4 7.50 

aB5 4.87 aN5 6.57 aA5 8.00 aT5 9.36 

 

Figure 3.4. Correlation graph between ∑HOMA and ∑Edh. 

3.4.4. Nucleus Independent Chemical Shift (NICS) and Aromatic 

Character  

Magnetic criteria of aromaticity can be quantified in terms of nucleus 

independent chemical shift (NICS) index as shown by Schleyer and co-workers.73 

Aromaticity of a system is indicated by negative NICS values, whereas positive NICS 

values are characteristics of antiaromatic systems. We have analyzed the z-

component of NICS at 1 Å above the ring center (NICSzz(1)).  NICS would work best 

for comparing the aromaticity of a similar set of molecules and we will focus on the 

relative ordering of the NICS along the symmetrically distinguishable rings, starting 

from one at the terminal to the symmetrically distinguishable interior ring. Tables 

3.6, 3.7 and 3.8 give the NICSzz(1) values of aB, aN, aA and aT series.  
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Table 3.6. NICSzz(1) values on symmetrically distinguishable rings in aB series . 

  aB1 aB2 aB3 aB4 aB5 

Cring1 -27.67 -27.22 -27.1 -27.23 -27.36 

Aring1 -13.18 -12.79 -12.18 -12.35 -12.12 

Cring2  -29.6 -28.82 -28.73 -28.6 

Aring2   -12.92 -12.7 -12.46 

Cring3    -28.72 -28.57 

Aring3     -12.41 

 ΣNICSzz(1) -40.85 -69.61 -81.02 -109.73 -121.53 

Table 3.7. NICSzz(1) values on symmetrically distinguishable rings in aN series. 

  aN1 aN2 aN3 aN4 aN5 

Cring1 -26.31 -26.04 -26.16 -26.37 -26.47 

Cring2 -27.83 -27.18 -26.89 -26.76 -26.76 

Aring1 -6.42 -5.63 -5.19 -4.80 -4.30 

Cring3  -27.44 -26.96 -26.85 -26.47 

Cring4   -27.48 -27.41 -27.65 

Aring2   -5.72 -5.58 -5.33 

Cring5    -27.11 -26.78 

Cring6     -27.26 

Aring3     -5.56 

 ΣNICSzz(1) -60.57 -86.30 -118.4 -144.86 -176.58 

The NICSzz(1) values of benzene, naphthalene, Cring1 of anthracene and Cring1 

of tetracene are -17.30, -28.65, -26.32 and -23.95 ppm respectively and that of 

Cring2 of anthracene and Cring2 of tetracene are -34.11 and -33.85, respectively. 

This gives a false impression that benzene is the least aromatic and the inner rings of 

anthracene and tetracene are the most aromatic. It is known that the coupling 

between induced magnetic fields from adjacent rings affects the NICS measure.74-77 

In all the aB, aN, and aA series of molecules, the Crings, as well as the heterorings, 

show significant negative NICSzz(1) indicating aromatic character for the whole 

molecule. aT series is an exception to this trend wherein the heterorings exhibit a 

small positive NICSzz(1) indicating the development of antiaromatic character. The 

values are in the range of 0.37 to 2.99, which is substantially small when compared 

to the negative NICSzz(1) values of carbons rings.   



128 
 

Table 3.8. NICSzz(1) values on symmetrically distinguishable rings in aA & aT series. 

  aA1 aA2 aA3 aA4 aA5 

Cring1 -24.78 -24.25 -24.10 -23.12 -22.62 

Cring2 -30.79 -30.13 -29.80 -30.07 -29.75 

Cring3 -24.32 -24.38 -24.33 -25.38 -26.14 

Aring1 -1.40 -1.15 -1.32 -0.58 -0.28 

Cring4  -23.73 -23.20 -22.60 -22.08 

Cring5  -30.44 -30.32 -30.18 -30.01 

Cring6   -23.92 -24.38 -24.98 

Aring2   -1.07 -0.70 -0.32 

Cring7    -23.52 -23.15 

Cring8    -30.05 -30.04 

Cring9     -23.88 

Aring3     -1.13 

 ΣNICSzz(1) -81.29 -134.10 -158.07 -210.60 -234.40 

  aT1 aT2 aT3 aT4 aT5 

Cring1 -22.99 -23.55 -22.30 -22.39 -22.33 

Cring2 -31.20 -30.74 -30.21 -29.59 -29.25 

Cring3 -31.03 -30.76 -30.53 -30.71 -30.49 

Cring4 -20.75 -20.60 -20.63 -20.73 -20.59 

Aring1 1.80 0.37 1.21 2.99 2.14 

Cring5  -20.72 -20.20 -20.18 -19.79 

Cring6  -30.25 -29.74 -29.48 -29.46 

Cring7   -29.96 -30.03 -30.22 

Cring8   -20.54 -20.65 -20.80 

Aring2   1.52 1.32 1.36 

Cring9    -20.34 -20.21 

Cring10    -29.78 -29.67 

Cring11     -29.81 

Cring12     -20.55 

Aring3     1.50 

 ΣNICSzz(1) -104.20 -156.20 -201.40 -249.60 -298.15 
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For carbon rings, the range of NICSzz(1) values for aB, aN, aA and aT series are 

(-27.10 to -29.60), (-26.04 to -27.83), (-22.08 to -30.79) and (-20.21 to -31.20) 

respectively. The most negative value being -31.20 for Cring2 in aT1 and the least 

negative value -20.21 for Cring9 of aT5. For all the series, the terminal Arings are 

slightly less aromatic than the interior ones. 

The sum of NICSzz(1) values (∑NICSzz(1))on all the rings in a system is 

considered as a global aromaticity parameter, which is given in Table 3.9.  The 

absolute values of this quantity increases as size increases indicative of the increase 

in aromaticity with number of constituting rings. Strong linear correlation is 

observed between ∑NICSzz(1) and ∑Edh for all the set of molecules (Figure 3.5) 

which again confirms the direct relationship between geometrical parameter of 

aromaticity and dehydrogenation energy an energetic aroamticity parameter. The 

slopes which is highest for aB and decreases as the size of acene is increasing is 

indicative of the fact that the magnetic effects on aroamticity is maximum for aB 

sereis and the efect decreases as thesize of acene increases. 

Table 3.9. ∑NICSzz(1) for all the systems. 

System 

ΣNICSzz(1) 

System 

ΣNICSzz(1) 

System 

ΣNICSzz(1) 

System 

ΣNICSzz(1) 

(ppm) (ppm) (ppm) (ppm) 

aB1 -40.85 aN1 -60.57 aA1 -81.29 aT1 -104.20 

aB2 -69.61 aN2 -86.30 aA2 -134.10 aT2 -156.20 

aB3 -81.02 aN3 -118.40 aA3 -158.07 aT3 -201.40 

aB4 -109.73 aN4 -144.86 aA4 -210.60 aT4 -249.60 

aB5 -121.53 aN5 -176.58 aA5 -234.40 aT5 -298.15 

 

Figure 3.5. Correlation graph between ΣNICSzz(1) and ∑Edh. 
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3.4.4. Molecular Electrostatic Potential (MESP) and Electron 

Delocalization 

The most negative valued molecular electrostatic potential position in a 

molecule is termed Vmin. Understanding the electron localization and delocalization 

characteristics of the molecules can be done by this quantification of electron 

region.78, 79 The Vmin values on the LPA unit of all the molecules are shown in Table 

3.10. along with sum of Vmin values (∑Vmin). 

 

Figure 3.6. Plots of MESP isosurface (-8 kcal mol-1) for aB5 ,aN5 ,aA5 and aT5 with 

MESP minimum in kcal mol-1. 

The Vmin values fall in the range of -10.9 to -15.0 kcal/mol for the LPA unit. In 

every case, except the most exterior LPA unit, Vmin is significantly less negative than 

the parent hydrocarbon. The azaborinine rings show Vmin in the range -16.8 to -10.1 

kcal/mol at the hydrogen atom of the B-H bond. These values are significantly less 

negative than the Vmin value -6.1 kcal/mol observed for the B-H bond of BH3 which 

support the extended delocalization of nitrogen lone pair in LPA mimics. Unlike the 
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previously reported dihydropyrazine annulated molecules,15 Vmin of azaborinine 

annulated systems show only minor variation in the values, particularly for the 

interior LPA units.  

Table 3.10. Vmin values of hydrocarbon part of LPA mimics in kcal/mol. 

LPA 

Mimics 

Vmin on the LPA unit from left to right 

(kcal/mol) 

 Vmin 

(kcal/mol) 

 1 2 3 4 5 6 

aB1 -15.0 -15.0 

    

-30.0 

aB2 -14.8 -11.7 -14.8 

   

-41.2 

aB3 -14.8 -11.7 -11.7 -14.8 

  

-53.0 

aB4 -14.7 -11.7 -11.2 -11.7 -14.7 

 

-64.0 

aB5 -14.6 -11.6 -11.1 -11.1 -11.6 -14.6 -74.6 

aN1 -13.8 -13.8 

    

-27.7 

aN2 -13.7 -11.4 -13.7 

   

-38.8 

aN3 -13.5 -11.3 -11.3 -13.5 

  

-49.6 

aN4 -13.6 -11.3 -11 -11.3 -13.6 

 

-60.9 

aN5 -13.4 -11.2 -10.9 -10.9 -11.2 -13.4 -71.2 

aA1 -13.5 -13.5 

    

-27.0 

aA2 -13.3 -10.9 -13.3 

   

-37.5 

aA3 -13.4 -11.0 -11.0 -13.4 

  

-48.6 

aA4 -13.3 -11.0 -10.9 -11.0 -13.3 

 

-59.6 

aA5 -13.3 -11.0 -10.9 -10.9 -11.0 -13.3 -70.4 

aT1 -13.3 -13.3 

    

-26.6 

aT2 -13.2 -11.3 -13.2 

   

-37.7 

aT3 -13.1 -11.3 -11.3 -13.1 

  

-48.9 

aT4 -13.1 -11.2 -11.2 -11.2 -13.1 

 

-60.0 

aT5 -13.0 -11.2 -11.2 -11.2 -11.2 -13.0 -70.8 

Vmin has been already established as a tool for understanding the Clar’s 

aromatic sextet theory in polycyclic aromatic hydrocarbons and other systems that 

are similar in structure.80-82 The relative electron rich character of -region in a 

molecule can be compared by the pinpointing of the Vmin in the total electron cloud 

of the molecule observed. The electron-rich character in aromatic systems increases 

with increase in the number of annulated rings as evident from the Vmin values of 
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benzene, naphthalene, anthracene, and tetracene which are -15.06, -14.24, -13.94 

and -13.74 kcal/mol respectively.  The MESP distribution for a set of representative 

systems (the longest molecule in every series) is shown in Figure 3.6. It shows that 

every LPA core unit in the molecule can be characterized by a Vmin value. A Vmin also 

appears near the hydrogen atom of each of the B-H bonds, which can be attributed 

to the electron donation from nitrogen centres to the boron centres.  

Strong linear correlation is observed between ∑Vmin and ∑Edh for all series of 

molecules (Figure 3.7). The slopes of individual lines are only slightly varied 

indicating that the delocalization of the -electrons in all these LPA mimics is very 

similar. The utilization of nitrogen lone pair for electron delocalization is very 

effective in all LPA mimics, which is directly related to the energetic stabilization of 

the molecule.   

 

Figure 3.7. Correlation graph between ΣVmin and ∑Edh. 

3.4.4.1. Natural Population Analysis on pN Series 

For the substantiation of the use of Vmin as a measure of electron delocalization, 

we have done an NPA analysis on a set of representative aN series. The NPA charge 

δ1, δ2, δ3 and δ4 for B, N, H attached to boron and H attached to nitrogen are given 

in the Table 3.11. The trends in the variation of NPA charge are very similar for all 

these atoms where correlating any two quantities will give correlation coefficient 

~0.999. Similar is the result with summation of NPA charges (Table 3.12). Further, 

NPA charge shows strong linear correlation with Vmin on the BH unit (Figure 3.8). 

This again confirms that Vmin is useful for the analysis of the charge 

localization/delocalization features. 
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     Table 3.11. NPA charges on aN series of molecules. 

System δ1(a.u.) δ2 (a.u.) δ3(a.u.) δ4(a.u.) 

aN1 0.53587 -0.54048 -0.08903 0.37818 

aN2 0.53791 -0.54568 -0.08985 0.37847 

0.53791 -0.54568 -0.08985 0.37847 

aN3 0.53921 -0.54516 -0.08953 0.37859 

0.53896 -0.54523 -0.08957 0.37858 

0.53957 -0.59868 -0.09048 0.37577 

aN4 0.54083 -0.54651 -0.09102 0.37839 

0.54021 -0.59881 -0.09039 0.37578 

0.53960 -0.59981 -0.09052 0.37554 

0.53815 -0.54582 -0.08978 0.37840 

aN5 0.53911 -0.54518 -0.08957 0.37860 

0.53989 -0.59880 -0.09048 0.37570 

0.54241 -0.54817 -0.09028 0.37867 

0.53989 -0.59880 -0.09048 0.37570 

0.53911 -0.54518 -0.08957 0.37860 

Table 3.12. The sum of NPA charges on boron, nitrogen, boron proton and nitrogen 

proton, and the sum of Vmin values of the boron attached proton of aN series. 

System 

∑δ1 

(a.u.) 

∑δ2 

(a.u.) 

∑δ3 

(a.u.) 

∑δ4 

(a.u.) 

∑Vmin 

(kcal/mol) 

aN1 0.53587 -0.54048 -0.08903 0.37818 -12.2992 

aN2 1.07582 -1.09136 -0.17970 0.75694 -22.6782 

aN3 1.61774 -1.68907 -0.26958 1.13294 -33.0196 

aN4 2.15879 -2.29095 -0.36171 1.50811 -43.5743 

aN5 2.70041 -2.83613 -0.45038 1.88727 -53.3007 
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Figure 3.8. Correlation between NPA charge on B-H hydrogen and ∑Vmin. 

3.4.5. Frontier Molecular Orbitals 

 The absorption spectra details reveal that fine-tuning of the HOMO-LUMO 

band gap is taking place in the LPA mimics with respect to increase in the number of 

rings in the system.  The HOMO energy (EHOMO), LUMO energy (ELUMO), and HOMO-

LUMO energy gap (ELUMO-HOMO) are presented in Table 3.13. The ordered triplet 

(EHOMO, ELUMO, ELUMO-HOMO) for benzene, naphthalene, anthracene and tetracene are (-

6.44, -0.95, 5.49), (-5.56, -1.88, 3.68), (-5.04, -2.49, 2.55) and (-4.69, -2.89, 1.80) eV, 

respectively. Compared to polyacenes, a significant reduction in the magnitude of 

EHOMO and ELUMO-HOMO is observed for the azaborinine annulated LPA mimics whereas 

a significant increase in the absolute ELUMO value of LPA mimics indicates the 

stabilization of LUMO level. For instance, (EHOMO, ELUMO, ELUMO-HOMO) observed for aB5, 

aN5, aA5 and aT5 are respectively (-4.40, -3.21, 1.19), (-4.30, -3.36, 0.94), (-4.22, -

3.47, 0.75) and (-4.16, -3.55, 0.61). The reduction in ELUMO-HOMO is proportional to the 

length of the molecule and suggests that higher LPA mimics are better suited for 

optoelectronic applications. All these reductions and increase are observed in the 

absolute value of EHOMO, ELUMO and ELUMO-HOMO values. aN3, aA2 and aT1 systems 

showing ELUMO-HOMO close to 1.1 eV are particularly attractive for possible usage in 

solar energy trapping. A steady decrease in the ELUMO-HOMO with respect to the size of 

the acene is evident and suggests that large LPA systems are attractive for HOMO-

LUMO energy modulation for photonic applications and the limiting factor is the 

unstable character of the higher derivatives. 
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Table 3.13. HOMO

System EHOMO  

(eV) 

E

(eV)

B -6.44 -0.95

aB1 -5.03 -1.97

aB2 -4.81 -2.75

aB3 -4.59 -3.00

aB4 -4.47 -3.13

aB5 -4.40 -3.21

N -5.56 -1.88

aN1 -4.83 -2.77

aN2 -4.53 -

aN3 -4.40 -3.25

aN4 -4.34 -3.32

aN5 -4.30 -3.36

The HOMO-LUMO energy tu

Figure 3.9, Figure 3.10, Figure 3.11 and Figure 3.12 respectively. 

decrease in the gap with 

HOMO-LUMO gap is possible by increasing th

evident from the values in Table 3.13

Figure 3.9. HOMO

The systems have same number of rings in them have almost similar energy 

gap, for example aB2 and aN

HOMO-LUMO gap is 2.06 eV for both the systems. All the systems made up of same 

number of rings does not follow this property for example consider the case of 11 
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. HOMO, LUMO energies and HOMO-LUMO gap 

ELUMO  

(eV) 

ELUMO-HOMO 

 (eV) 

System EHOMO  

(eV) 

ELUMO 

(eV) 

0.95 5.49 A -5.04 -2.49 

1.97 3.06 aA1 -4.56 -3.08 

2.75 2.06 aA2 -4.37 -3.30 

3.00 1.59 aA3 -4.29 -3.40 

3.13 1.34 aA4 -4.25 -3.44 

3.21 1.19 aA5 -4.22 -3.47 

1.88 3.68 T -4.69 -2.89 

2.77 2.06 aT1 -4.38 -3.29 

-3.1 1.43 aT2 -4.26 -3.44 

3.25 1.16 aT3 -4.2 -3.51 

3.32 1.02 aT4 -4.18 -3.54 

3.36 0.94 aT5 -4.16 -3.55 

LUMO energy tuning  for aB, aN, aA and aT series are projected in 

Figure 3.9, Figure 3.10, Figure 3.11 and Figure 3.12 respectively. 

decrease in the gap with an increase in length is evident in all the figures. A very low 

LUMO gap is possible by increasing the length of the whole molecule which is 

nt from the values in Table 3.13. 

. HOMO-LUMO gaps for aB series of LPA mimics

The systems have same number of rings in them have almost similar energy 

and aN1 systems have five rings in their structure and the 

LUMO gap is 2.06 eV for both the systems. All the systems made up of same 

number of rings does not follow this property for example consider the case of 11 

gap for LPA mimics. 

  

 

ELUMO-HOMO  

(eV) 
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ning  for aB, aN, aA and aT series are projected in 

Figure 3.9, Figure 3.10, Figure 3.11 and Figure 3.12 respectively. The gradual 

in all the figures. A very low 

e length of the whole molecule which is 

 

series of LPA mimics. 

The systems have same number of rings in them have almost similar energy 

systems have five rings in their structure and the 

LUMO gap is 2.06 eV for both the systems. All the systems made up of same 

number of rings does not follow this property for example consider the case of 11 
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ring containing aN3 and aA2, the HOMO-LUMO gaps are 1.16 eV and 1.07 eV 

respectively, similarly for 14 ring containing aN4  and aT2, the valuesa are 1.02 eV 

and 0.82 eV respectlively. This difference in value is increases as the size of the 

acene annulated increases, which is evident from the values discussed. The change 

in both HOMO and LUMO energy is similar for all the systems leading to the tapering 

effect in the HOMO-LUMO band gap. Form 3.06 eV for aB1, 0.61 eV for aT5, the 

effective tuning is possible by changing the number and size of acene parts that are 

being connected by the azaborinine heterocycle. 

 

Figure 3.10. HOMO-LUMO gaps for aN series of LPA mimics. 

 

Figure 3.11. HOMO-LUMO gaps for aA series of LPA mimics. 

 

Figure 3.12. HOMO-LUMO energy gaps for aT series of LPA mimics. 
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Figure 3.13. HOMO and LUMO of aA2 and corresponding LPA (undecacene). 

The frontier molecular orbitals of a representative system aA2 and its 

corresponding 11 ring containing LPA undecacene is given in Figure 3.13. It is clear 

from the picture that the HOMO and LUMO are structurally similar for both the 

systems, other than the effect of concentration change the heteroatoms positions at 

LPA mimic. 

3.4.6. Singlet-Triplet Energy Gap 

First triplet (T1) and first singlet (S1) excited state geometries of all the 

molecules were calculated using the TD-DFT method. The gap between the energy 

states corresponding to intersystem crossing (∆ES1-T1) phosphorescence (∆ET1-S0) 

and emission (∆ES1-S0) are given in Table 3.14.  

Table 3.14. Energy gaps ∆ET1-S0, ∆ES1-T1 and ∆ES1-S0 in eV of all LPA mimics. 

System 
∆ES1-T1  

(eV) 
∆ET1-S0 

 (eV) 
∆ES1-S0  

(eV) System 
∆ET1-S0  

(eV) 
∆ES1-S0  

(eV) 
∆ES1-T1 

 (eV) 
aB1 0.72 2.54 3.26 aA1 0.36 1.16 1.53 

aB2 0.68 1.62 2.31 aA2 0.40 0.77 1.17 

aB3 0.57 1.23 1.80 aA3 0.29 0.67 0.96 

aB4 0.48 1.03 1.52 aA4 0.23 0.63 0.86 

aB5 0.42 0.93 1.35 aA5 0.20 0.60 0.80 

aN1 0.46 1.71 2.17 aT1 0.35 0.76 1.11 

aN2 0.47 1.10 1.57 aT2 0.40 0.48 0.88 

aN3 0.37 0.91 1.28 aT3 0.28 0.46 0.74 

aN4 0.31 0.81 1.12 aT4 0.21 0.46 0.67 

aN5 0.26 0.75 1.02 aT5 0.20 0.43 0.63 

∆EST corresponding to the phosphorescence band gap steadily decreases with 

increase in the number of aromatic hydrocarbon unit as well as an increase in the 

HOMO of aA2 LUMO of aA2

HOMO of undecacene LUMO of undecacene
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number of Crings. The data in Table 3.14 indicates that as the size of the molecule or 

the number of six-membered annulated rings in the molecule increases, ∆EST 

decreases in all series. The reduction in ∆EST is beneficial for improving the 

intersystem crossing (ISC) efficiency83, phosphorescence quantum yield83 and  

thermally activated delayed fluorescence of a molecule.84-86  

 

 

 

Figure. 3.14. Plots showing trends in ΔET1-S0 , ΔES1-T1  and ΔES1-S0 with size of LPA 

mimic. 
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Plotting the energy gap against the number of azaborinine rings being used for 

annulation, a pictorial representation of the trends in the decrease is obtained. Such 

plots are given in Figure 3.14. For the plot corresponding to the phosphorescence 

and emission phenomena, this decrease is very evident, but for the intersystem 

crossing corresponding plot, there is slight variation in the trend. For this set of 

calculations the energy gap for the second member for aN, aA and aT series the 

energy value is higher than that of the first system. This difference is clearly visible 

in the graph plotted. 

3.4.7. Absorption Spectra 

The theoretical absorption maxima values (λmax) having the highest oscillator 

frequency of all the molecules are given in Table 3.15 and the spectral features of all 

the systems are portrayed in Figure 3.15 to 3.18.    

Table 3.15. Absorption maxima values (λmax) of LPA mimics. 

System λmax (nm) system λmax (nm) system λmax (nm) System λmax (nm) 

aB1 243 aN1 298 aA1 330 aT1 373 

aB2 294 aN2 334 aA2 378 aT2 838 

aB3 332 aN3 370 aA3 686 aT3 905 

aB4 355 aN4 511 aA4 686 aT4 905 

aB5 371 aN5 523 aA5 702 aT5 965 

 

 

Figure 3.15. Absorption spectra of aB series at M06L/6-311++G(d,p) level of theory. 

294
243

331

355 371

aB
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Figure 3.16. Absorption spectra of aN series at M06L/6-311++G(d,p) level of theory. 

 

Figure 3.17. Absorption spectra of aA series at M06L/6-311++G(d,p) level of theory. 

 

Figure 3.18. Absorption spectra of aT series at M06L/6-311++G(d,p) level of theory. 
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For every system, as the size of the molecule increases, λmax shows significant 

red shift along with an increase in the number of minor peaks in the spectrum. For 

molecules showing the same number of rings, λmax show similar values. For example, 

aB5 and aN3 have 11 rings and their respective λmax are 371 and 370 nm.  Similarly, 

aB3 and aA1 have seven rings and their λmax are 332 and 330 nm, respectively.For aB 

series, λmax varies from 243 nm for aB1 to 371 nm for aB5. aB1  has a single λmax which 

is at 243 nm, and when coming to aB2 in addition to the strongest one at 294, 

another λmax is observed around 260 nm. For aB3 system in addition to the main 

absorption corresponding to HOMO-LUMO transition, weak absorption around the 

range of 290-310 nm is observed. Similarly for aB4 and aB5 there is weak absorption 

around 330 nm and 350 nm respectively.   For aN series, λmax variation is from 298 

to 523 nm. aN1 system has the most prominent λmax at 298 nm in addition to 

absorption in the range of 260 nm. For aN2 in addition to the λmax at 334nm, weak 

absorption bands are observed around 300 nm and 350 nm. In the case of aN3 

absorption bands are observed around 360 nm and 390 nm. For aN4 and aN5, most 

of the absorption maxima are centred in the range of 480 to 530 nm. For aA series, 

the change in λmax is from 330 nm to 702 nm.  The prominent maxima are marked in 

the Figure 3.17. For aA2 system a set of weak absorption maxima are seen around 

600- 660 nm, whereas the maximum strength λmax is at 378 nm. For aA3, aA4 and aA5, 

all the absorption peaks are observed in the 650-740 nm range. The most prominent 

λmax for aA3 and aA4 are at the same wavelength of 686 nm. For aA5 which has the 

highest valued absorption maxima at around 720 nm, the prominent one is at 702 

nm. In aT series, aT1 has the most prominent λmax at 373 nm while a comparatively 

weak absorption around 330 nm.  For aT2 system there is absorption maxima in the 

region between 410 – 540 nm, in addition to the most prominent one at 838 nm. All 

the systems other than aT1 has most of the absorption around 800 – 1000 nm, which 

lies in the infrared region in the electromagnetic spectrum. aT3 and aT4 has the most 

prominent λmax at the same wavelength of 905 nm, quite analogous to that of aA 

series. aT5 has absorption maxima in the most red shifted region when all the 

systems in the series is considered, from 965 nm to almost 1000 nm. The aB series 

clearly show absorption in the UV region while aN series show peaks in the visible 

region only for aN4 and aN5, the systems containing 14 and 17 rings, respectively. 

Majority of the aA systems show absorption in the visible region while except aT1, all 
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systems in aT series absorbs mainly in the infra-red region. By theoretically tuning 

the λmax value the use of LPA mimic in dye-sensitized solar cells can be engineered.87 

The theoretical calculation of light harvesting efficiency (LHE) of systems is 

found out, using the equation, ��� = 1 − 10��, where f represents the oscillator 

strength corresponding to the absorption maxima. The value for all the LPA 

analogues is given in Table 3.16. From the table it is clear that for most of the 

systems high LHE is attained when the size is small. When the length of the whole 

system is increasing the efficiency with which the light harvesting process occurs is 

decreasing. 

Table 3.16. Light harvesting efficiency (LHE) of all LPA mimics. 

System  LHE  System  LHE  System  LHE  System  LHE  

aB1  0.955 aN1  0.964 aA1  0.883 aT1  0.979 

aB2  0.945 aN2  0.942 aA2  0.954 aT2  0.894 

aB3  0.895 aN3  0.900 aA3  0.693 aT3  0.866 

aB4  0.975 aN4  0.646 aA4  0.746 aT4  0.857 

aB5  0.977 aN5  0.682 aA5  0.744 aT5  0.868 

3.5. Conclusions  

The design and study of long chain linear polyacene analogues containing 

heteroatoms in the acene structural skeleton (LPA mimics) are important due to 

potential applications of such molecules in optoelectronic devices.  Herein, DFT 

calculations at M06L/6-311++G(d,p) level have been carried out on several 1,4-

azaborinine annulated LPA mimics to reveal their stability, aromaticity, electronic 

character, HOMO-LUMO energy gap, and singlet-triplet energy gap. The isoelectronic 

nature of BN with CC makes this type of a molecule a proper analogue for LPA. The  

LPA mimics consist of 3 - 29 six-membered rings and is built with benzene (aB1 - 

aB5), naphthalene (aN1 - aN5), anthracene (aA1 - aA5) and tetracene (aT1 - aT5) core 

annulated to 1,4-dihydro-1,4-azaborinine units. Studying the nature of aromaticity, 

thermodynamic stability, HOMO-LUMO energy gap, singlet-triplet energy gap along 

with the molecular electrostatic potential characteristics is useful for assessing their 

application potential as structural components in optoelectronic devices. The 

dehydrogenation energy (Edh) of the heterocycles of the LPA mimics is used as an 

energetic parameter to assess the thermodynamic stability. The large positive values 
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of Edh indicated stability of these molecules in the hydrogenated form. All of them 

showed strong multidimensional character of aromaticity such as energetic 

stabilization, bond length equalization, and magnetic properties. Further, the 

electron delocalization in LPA mimics is assessed in terms of MESP features. The 

localization of the negative MESP around the H atom connected to boron indicated 

the donation of nitrogen lone pair for extended -conjugation in the molecule.  The 

individual hydrocarbon moieties in the LPA mimics largely retained the electron-

rich character of the parent hydrocarbon. 

As the size of LPA mimics increased, the HOMO energy increased with a 

concomitant decrease in LUMO energy resulting in a substantial reduction in HOMO-

LUMO energy gap. Moreover, a gradual decrease in the singlet-triplet energy gap 

(∆EST) proportional to the size of the LPA mimics is observed. In short, by adjusting 

the length of LPA unit as well as by choosing the appropriate number of azaborinine 

rings for annulation, an LPA mimic showing the desired band gap and ∆EST gap can 

be designed for potential applications in the fabrication of efficient optoelectronic 

devices. The absorption features which are important criteria in solar photovoltaics, 

can also be controlled by the change in constituting number and length of systems, 

which is also effectively shown by simulation of absorption spectra. The absorption 

maxima of the designed systems cover the wide range of ultraviolet, visible and 

infrared regions. High theoretical light harvesting efficiency for most of the systems 

reinforces the application potential of 1,4-dihydro-1,4-azaborinine systems in the 

optoelectronic and solar industries. 
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4.1. Abstract 

Polycyclic aromatic hydrocarbons (PAH) can be considered as graphene 

nanoflakes in which the edges are hydrogenated. The optical and electronic properties 

are widely studied for graphene flakes. We have analyzed six different types of PAH 

molecules which are classified based on the shape of the system. Both zigzag and 

armchair-edged circular, parallelogram, armchair-edged triangular and rectangular 

PAHs are analyzed theoretically using M06L/6-31+G(d) level of density functional 

theory. A total number of 24 systems (4 from each set) are analyzed in the present 

study. Molecular electrostatic potential analysis of all the molecules is done to visualize 

the electronic nature of the systems, together with the time-dependent DFT analysis for 

the absorption spectral analysis. From MESP isosurface, the Clar’s sextet like electronic 

arrangement in armchair-edged systems is evident, whereas the zigzag-edged ones 

have electron isosurface localization towards the edges of systems. The TD-DFT 

analysis casts the light upon the absorption features of these systems, which followed 

linear trends for most of the armchair-edged systems with respect to the number of π-

electron in the system. The frontier molecular orbital analysis of every system is also 

done for the picturization of molecular orbitals which is very much beneficial in 

analyzing the respective reactivity. The different electronic features on variously 

shaped PAH systems led to the design of PAH-π-spacer-PAH systems which are made by 

connecting two differently shaped PAH systems via a conjugated diene. In these 

systems, one of the PAH moiety showed slightly higher electron density (Donor) than 

the other (Acceptor). The entire systems behaved weakly as a donor-π-acceptor system 

(D-π-A). With the introduction of electron donating functional group (NMe2) on one 

PAH and electron withdrawing group (COOH) on the other PAH, the PAH-π-spacer-

PAH system behaved as a strong D-π-A system.  The MESP features, FMO distribution 

and absorption spectra features corroborated these finding. Among the different 

shapes studied, the rectangular shaped PAH moiety showed the most efficient tuning of 

HOMO-LUMO gap with respect to the size of the system.  

4.2. Introduction 

The field of molecular materials flourished after the isolation of graphene by 

Nobel Prize winners Geim and Novoselov1 even though the pioneering theoretical 
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work was done by P. Wallace in the year 1947.2  By definition, Graphene is a 

polycyclic aromatic hydrocarbon (PAH) which is a flat monolayer of sp2 carbon 

atoms packed into a two dimensional -conjugated systems3-5 having exceptional 

electronic, thermal and mechanical properties.1, 6 Despite being one atom thick, 

graphene can be optically visualised.7, 8 Together with this visibility, other 

remarkable optical properties like hot luminescence, saturable absorption, and 

broadband applicability renders graphene an ideal photonic and optoelectronic 

material.9-17   It can be termed as the mother of most of the carbon allotropes, like 

fullerene, carbon nanotubes, and graphite. Graphene can be wrapped up after the 

introduction of pentagons on the hexagonal lattice to form fullerenes, it can be 

stalked one sheet above another to form graphite and if a graphene sheet is rolled 

then carbon nanotubes are made.  

 

Figure 4.1. Different types of periphery and edges in PAHs. 

Large flakes of graphene in which every ring are different from the othebr are 

termed nanographene,3, 18-23 the properties of which are largely influenced by the 

size and edge shape.24-26 As the size of the PAH increases, the number of isomers 

possible also increases27. Graphene nanoflakes are stable than carbon nanotubes of 

similar size, but less stable than the corresponding fullerenes. In addition, large 

flakes have almost zero bandgap whereas small ones are semiconductors or 

insulators. Graphene nanoflakes tend to show new and unexpected electronic, 

optical, vibrational and magnetic properties based on the size and geometry. 24, 25, 28-

33. For example, triphenylene and tetracene are made of four aromatic rings, the 

absorption maximum of former is at 265 nm and the same for latter is 471 nm, a 

much higher value. In addition, triphenylene is quite stable against oxidation 

whereas tetracene is easily oxidized. Two types of periphery (zigzag and armchair) 

and three types of edges (the bay, the cove and the fjord) are observed for  PAHs, 
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(Figure 4.1).24 PAHs with armchair periphery are more resonance stabilized 

compared to those with the zigzag periphery, making zigzag ones more reactive so 

that larger PAHs with zigzag periphery is instantaneously converted to quinine in 

the air.24 29 It is already proven that the HOMO-LUMO band gap engineering can be 

done by changing the size and the shape of graphene nanoflakes.34    

From optoelectronics to energy storage, every field can be benefitted by the use 

of graphene.22, 35-37 Some of the applications of graphene are, as a support to study 

samples in transmission electron microscope (TEM),38-40 as conducting transparent 

coating for solar cells and liquid crystal displays,41, 42 as field-effect transistors 

(FETs) for high frequency applications,43, 44 and as composite materials.45 Extremely 

high charge carrier mobility makes graphene  exceptionally promising material in 

nanoelectronics,23 but the use of it in native form is difficult in FETs because of the 

zero band gap.46  

Large PAHs are present naturally, but graphene nanoflakes are very difficult to 

synthesis and are not found in naturally.47 Syntheses of nanoflakes are done,48-51 but 

the growth and nucleation trends are yet to be understood. Both top-down36, 52-55 

and bottom-up49, 56 approaches are adopted for synthesis. Extensive theoretical 

research on graphene nanoflakes have been done by various groups.57-62 The 

sustainability, biocompatibility and tunable electronic and structural properties of 

carbon nano-materials support their role as charge-transfer systems.63-67 

4.3. Computational Methods 

All the molecules are optimised using Gaussian 16 suit of programs68 using 

ground state DFT method M06L, with basis set 6-31+G(d). The optimised geometries 

are confirmed as energy minima by vibrational frequency analysis. For the 

absorption spectra calculation, time-dependent DFT (TD-DFT) calculation at the 

same level of theory is done on the optimised geometry.  

4.4. Results and Discussion 

4.4.1. Structure and MESP Features 

4.4.1.1. PAH systems: Structure 

PAHs can be considered as graphene sheets that have been cut into different 

shapes and the terminal carbon valance is satisfied by hydrogen atoms. The major 
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differentiation in PAHs is based on the shape of the edges, both zigzag and armchair 

edged PAHs are observed in nature. Considering this in mind, we have categorized 

the PAHs into six groups. Those groups are circularly shaped PAHs which are again 

divided into armchair and zigzag edged. Similarly, parallelogram-shaped PAHs are 

also designed in both armchair and zigzag edged forms. Armchair edged triangular 

shaped PAH is the next set of molecules. Zigzag edged triangular ones are not 

included in the study due to the requirement of odd number of C-H bonds to 

complete the triangular shape. Such a system will have one unpaired electron and 

exist as free radicals in nature, which tend to have different properties than other 

systems being investigated. In addition to these five groups, rectangular shaped 

PAHs are also designed. Designating this group as totally zigzag or armchair edged 

was not possible for a closed shell structure. In such molecules, if one side is zigzag 

edged, the adjacent edge will be always armchair edged. Hence, this set is named 

hybrid-set.  

In every set of molecules, 4 systems are analysed in the present study, which 

are designated as XyN, where X = C, T, P or R denoting circular, triangular, 

parallelogram and rectangular respectively. y = z, a or h standing for zigzag 

morphology, armchair morphology and hybrid morphology respectively. The 

notation N is used as a serial number (1-4) for the smallest to the largest system 

studied in each category. A representative molecule from each category is given in 

Figure 4.2.  All the molecules show planar geometry as expected. 

 

Figure 4.2. Representative set of PAH molecules under study 

For the PAH systems, the number of π-electrons and number of π-electrons per 

CC bonds (nπ) is calculated and is given in Table 4.1, nπ can be used as a simple 

measure to assess the π-electron density in every molecule. In every category, nπ is 
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bound to decrease as the size of the system increases because the number of CC 

bonds monotonically increases. The CxN systems show the lowest nπ value. 

Table 4.1. The number of π- electrons and ratio of number of π electrons to the total 

number of bonds (nπ) in PAH systems. 

System No. of π-ē nπ System No. of π-ē nπ System No. of π-ē nπ 

Cz1 24 0.800 Pz1 16 0.842 Ta1 18 0.857 

Cz2 54 0.750 Pz2 30 0.789 Ta2 36 0.800 

Cz3 96 0.727 Pz3 48 0.762 Ta3 60 0.769 

Cz4 150 0.714 Pz4 70 0.745 Ta4 90 0.750 

Ca1 42 0.778 Pa1 24 0.828 Rh1 20 0.833 

Ca2 72 0.750 Pa2 54 0.771 Rh2 42 0.778 

Ca3 132 0.733 Pa3 96 0.744 Rh3 74 0.771 

Ca4 184 0.713 Pa4 152 0.738 Rh4 110 0.733 

4.4.1.2. PAH Systems: MESP Analysis 

To understand the electronic characteristics of every PAH systems, the most 

negative valued MESP (Vmin) position in the molecules is determined.69, 70 MESP has 

been successfully demonstrated as an effective tool in studying PAH and other 

related systems, especially to interpret Clar’s aromatic sextet theory.71-73 Figure 4.3. 

shows MESP features of a representative set of systems (the smallest member in 

every category). The black dot in the MESP isosurface denotes the deepest Vmin and 

their values are given in Table 4.2. A gradual decrease in the absolute value of the 

Vmin is observed with increase in the size of the PAH which indicates the diminishing 

electron richness due to enhancement in electron delocalization.  

 

Figure 4.3. MESP features on smallest PAH system in all categories. 

A plot between nπ values and the corresponding Vmin values are given in Figure 

4.4. The first plot gives the correlation for CzN, CaN and TaN categories whereas the 

second pictures gives the same for PzN, PaN and RhN systems. Good linear 

correlations are obtained for all the systems indicating that in a series, the π-

-13.4 -12.8 -13.9 -14.0 -14.4 -13.9

Cz1 Ca1 Pz1 Pa1 Ta1 Rh1
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electronic features gradually decrease with increase in the size of the molecule 

(increase in number of π-electrons).  The circular shaped systems show the highest 

rate of decrease in π-electron density while the rectangular RhN systems display the 

lowest.  

Table 4.2. Vmin values on all the PAH systems in kcal/mol 

System 

Vmin values in kcal/mol 

CzN CaN PzN PaN TaN RhN 

N=1 -13.4 -12.8 -13.9 -14.0 -14.4 -13.9 

N=2 -12.5 -11.9 -13.1 -13.0 -13.5 -13.4 

N=3 -11.8 -11.7 -12.4 -12.3 -12.9 -13.0 

N=4 -11.0 -11.3 -11.9 -12.1 -12.6 -12.7 

 

Figure 4.4. Graph plotting nπ values and Vmin values on all the PAH systems. 

Figure 4.5 and Figure 4.6 represents the MESP isosurface on every zigzag (CzN) 

and armchair edged (CaN) circular PAHs respectively. For CzN the electron 

localization can be observed in the peripheral rings in all the structures as evident 

from the Vmin values at the outermost rings. In the case of CaN  systems, the bay 

region aromatic rings show the most negative Vmin. In CaN systems, the Clar’s 

aromatic sextet retention is easily visualised (Figure 4.7) while for the CzN ones 

Clar’s sextet features of hexagons cannot be distinguished. In CzN, the electron cloud 

as seen in MESP is localised strongly towards the outermost rings. This trend 

indicates that the armchair edged ones are more stabilised by aromaticity than the 

zigzag edged ones.   
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Figure 4.5. MESP isosurface at -7.5 kcal/mol of CzN series of molecules with Vmin 

marked in kcal/mol. 

 

Figure 4.6. MESP isosurface at -8 kcal/mol of and CaN series of molecules with Vmin 

marked in kcal/mol. 

 

Figure 4.7. Clar’s structure representation of CaN series of PAH 

   

Cz2
Cz3 Cz4

-13.4
-12.5

-11.8
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-11.7
-11.3

Ca2 Ca3 Ca4Ca1



157 
 

 

Figure 4.8. MESP isosurface at -8 kcal/mol of and PzN series of molecules with Vmin 

marked in kcal/mol. 

 

Figure 4.9. MESP isosurface at -8 kcal/mol of and PaN series of molecules with Vmin 

marked in kcal/mol. 

 

Figure 4.10. Clar’s structure representation of PaN series of PAH  

-13.9

-13.1

-12.4

-11.9

Pz2 Pz3
Pz4

Pz1

-14.0

-13.0

-12.3

-12.1

Ca2
Ca3

Ca4

Ca1



158 
 

 

Figure 4.11. MESP isosurface at -8 kcal/mol of TaN series of molecules with Vmin 

marked in kcal/mol. 

 

Figure 4.12. Clar’s structure representations of TaN PAH systems 

 The MESP features of RhN PAHs are given in Figure 4.13. The Vmin  is observed 

at the corner rings in every systems.  For these systems, the constituting individual 

acene parts viz. naphthalene, anthracene, tetracene and pentacene can be visualised 

from the topology of MESP.   

 

Figure 4.13. MESP isosurface at -8 kcal/mol of RhN series of molecules with Vmin 

marked in kcal/mol. 

Figure 4.8 represents the MESP features of PzN and Figure 4.9 shows the 

same of PaN systems. The Vmin values of all the systems are marked and the 

corresponding value is given in the picture. The peripheral localisation of the 

electron cloud is clearly visible in the MESP picture for PzN systems, whereas for the 

PaN ones, MESP features are clearly expressed as Clar’s sextets (Figure 4.10). For 

-13.5

-12.6

-12.9

-14.4

Ta2 Ta3 Ta4Ta1

-13.9
-12.7-13.0-13.4

Rh2 Rh3 Rh4Rh1
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PzN  systems most terminal rings having three C-H bonds are the ones which show 

the most negative MESP features and for PaN type PAHs the Vmin values are observed 

at the terminal rings having four C-H bonds. ` 

Figure 4.11 gives the pictorial representation of MESP isosurface on every 

TaN PAH systems. The peculiarity of armchair edged systems, as mentioned for CaN 

and PaN type PAHs are retained in the TaN systems also. The visualisation of Clar’s 

sextet is evident by comparing with the Clar’s structure for all TaN given in Figure 

4.12. In this case the Vmin values are observed at the corner rings of every structure, 

the magnitude of which gradually diminishes as the size increases.  

4.4.1.3. PAH-π-PAH Type Systems: Structure 

Only the first member from each category of molecules (Cz1, Ca1, Pz1, Pa1, Ta1 

and Rh1) is selected to design the PAH-π-spacer-PAH system (PAH-π-PAH). The 

selected π-spacer is t-butadiene moiety. These systems thus designed are named as 

Cz1-Ca1, Cz1-Pz1, Pa1-Cz1, Ta1-Cz1, Cz1-Rh1, Pz1-Ca1, Pa1-Ca1, Ta1-Ca1, Rh1-Ca1, Pa1-Pz1, 

Ta1-Pz1, Pz1-Rh1, Ta1-Pa1, Pa1-Rh1, and Ta1-Rh1. Naming is done in such a manner so 

that the PAH system having the highest Vmin value is given first, followed by the 

second PAH moiety name. The most electron rich carbon of the PAH systems as seen 

in MESP topography (the carbon that appears nearest to the Vmin point) are selected 

to join the spacer butadiene moiety.  Most of the designed systems possess perfect 

planar structures and in cases Rh1-Ca1, Cz1-Ca1, Cz1-Pz1, Pa1-Cz1, Ta1-Cz1, and Cz1-Rh1.  

 

Figure 4.14. Optimised geometry of non-planar (Cz1-Pz1) and planar (Ta1-Pa1) 

systems (dihedral angle is marked in both the structures). 

All the Cz1 connected systems are non-planar. Slight amount of non-planarity 

occurs which is measured in terms  of the largest twist angle between the 

conjugated diene and the PAH moieties. A representative set of one planar system 

and a non-planar one is shown in Figure 4.14. The dihedral angles made by both 

PAH parts with the diene are marked in the figure; a dihedral angle of -32.43 is 

Ta1-Pa1Cz1-Pz1
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visible between the Cz1 part and the rest of the system showing the deviation from 

the molecular plane. 

4.4.1.4. PAH-π-PAH Type Systems: MESP Analysis  

These systems have been analysed for their electronic features using the tool 

of molecular electrostatic potential and the Vmin values on both the PAH systems are 

given in Table 4.3. In the table the name notations are color coded; the PAH moiety 

showing more electron rich character than the other is given in red color (donor 

moiety) while the other (acceptor moiety) is shown in blue color. VminD represents 

the Vmin of donor moiety whereas VminA represents the same for acceptor moiety and 

VminS is for the Vmin value of spacer unit (butadiene moiety) used. 

Table 4.3. Vmin values in kcal/mol on different parts of designed PAH-π-PAH 

systems. 

System 

VminD  VminS VminA 

(kcal/mol) (kcal/mol) (kcal/mol) 

Cz1-Ca1 -12.8  -13.6 -12.4 

Cz1-Pz1 -13.4  -14.3 -13.3 

Pa1-Cz1 -13.5  -13.9 -13.0 

Ta1-Cz1 -13.7  -14.0 -13.2 

Cz1-Rh1 -13.3  -13.8 -13.0 

Pz1-Ca1 -13.0  -13.6 -12.6 

Pa1-Ca1 -13.4  -13.3 -12.5 

Ta1-Ca1 -13.5  -13.6 -12.4 

Rh1-Ca1 -13.2  -13.8 -12.5 

Pa1-Pz1 -13.7  -14.0 -13.2 

Ta1-Pz1 -13.8  -14.3 -13.2 

Pz1-Rh1 -13.6  -14.7 -13.4 

Ta1-Pa1 -13.7  -13.7 -13.6 

Pa1-Rh1 -13.5  -13.8 -13.2 

Ta1-Rh1 -13.7  -13.9 -13.4 

The PAH moieties connected have different values of MESP minima 

independent of the shape of these systems. The Vmin values of the individual PAH 
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parts shows lesser values when compared with the PAH systems that we have 

earlier discussed. For example consider Ta1-Ca1 system, in which Ta1 part has a Vmin 

of -13.5 kcal/mol, while the free Ta1 system has a Vmin value of -14.4 cal/mol. 

Similarly the PAH system Ca1 has Vmin value of -12.8 kcal/mol, which is changed to a 

lesser value of -12.4 kcal/mol, when it is part of the designed system.  

   

  

Figure 4.15. MESP isosurface at -11.0 kcal/mol on a representative set of systems 

(Vmin positions are marked by the black dot).  

In these designed systems Ta1-Ca1 system has the highest difference of 1.1 

kcal/mol in the Vmin values between the two PAH connected via the diene. This 

difference indicates that the electron cloud localization in one of the PAH part is very 

much possible and evident for the designed systems. The system Cz1-Pz1 has the 

least difference of 0.1 kcal/mol between the Vmin of the two PAH parts. From the 

values it is clear that even though the electronic distribution is different on PAH 

parts connected by the diene, that difference is not very prominent. The spacer part 

is having the highest Vmin value ranging from -13.3 to -14.7 kcal/mol, when the 

whole system is considered. This indicates the electron density is maximum for the 

butadiene spacer instead of the PAH parts, which leaded to the idea of introducing 

electron withdrawing and donating functional groups to the opposite ends of the 

system. This strategy could improve the electronic feature of the system to the 

extent of the localization of the electron density to one of the PAH moiety so that the 

Ta1-Pz1

-13.2

-14.3

-13.8

-12.4

-13.5 Ta1-Ca1

Pa1-Cz1

-13.0

-13.9
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system resembles a true donor-π-acceptor (D-π-A) system having different electron 

densities on different parts. 

4.4.1.5. Functionalised PAH-π-PAH Type Systems: Structure 

The D-π-A character is very weak in PAH-π-PAH systems. Hence to force more 

significant  electronic rearrangement on the PAH moieties, an electron withdrawing 

group COOH and electron releasing group NMe2 are selected for connecting to the 

different PAH ends of the system. We have considered 7 PAH-π-PAH systems which 

showed the difference 0.5 kcal/mol between the Vmin values of the constituting PAH 

parts, to design the corresponding functionalised PAH-π-PAH (f_PAH-π-PAH). These 

systems in abbreviated names are f_Pa1-Cz1, f_Ta1-Cz1, f_Pa1-Ca1, f_Ta1-Ca1, f_ Rh1-Ca1, 

f_Pa1-Pz1 and f_Ta1-Pz1 where f denotes the functionalization. The geometrical 

characteristics of planarity of PAH-π-PAH are retained in the functionalised systems. 

The optimised geometries of two designed functionalised PAH-π-PAH systems 

(f_Ta1-Cz1 and f_Rh1-Ca1) are given in Figure 4.16. 

 

Figure 4.16. Optimised geometry of representative functionalized systems at 

M06L/6-31+G(d) level.  

4.4.1.6. Functionalised PAH-π-PAH Systems: MESP Analysis 

As expected the MESP topography is significantly modified when the system is 

functionlised using electron donating and withdrawing groups. The visual 

representation is obtained by the plot of MESP for the functionalised system (Figure 

4.17). In both the figures the isosurface (in pink color) is plotted at the constant 

value of -10 kcal/mol and the position of the Vmin is marked using a black dot. From 

the values it is clear that the electron density on the donor PAH part is enhanced 

significantly compared to the non-functionalised systems. For example, the VminD on 

Pa1-Ca1 is -13.4 kcal/mol, which is enhanced to a more negative -16.1 kcal/mol in 

f_Pa1-Ca1. It is also observed that in the acceptor part of PAH, the electron density 

shows only a moderate variation when functionalised, and for example, the VminA on 

f_Ta1-Cz1 f_Rh1-Ca1
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Pa1-Ca1 of -12.5 kcal/mol is reduced to -12.0 kcal/mol for the functionalised f_Pa1-Ca-

1 system.  Exceptions are f_Pa1-Cz1 and f_Ta1-Cz1 where the electron rich character of 

the donor site shows a more negative Vmin than the PAH-π-PAH system.  The MESP 

features confirm the fact that the functionalised systems are more like a true D-π-A 

system. 

Table 4.4. Vmin values on different parts of the functionalised PAH-π-PAH systems 

System 

VminD  VminS VminA 

(kcal/mol) (kcal/mol) (kcal/mol) 

f_Pa1-Cz1 -16.2 -13.8 -14.4 

f_Ta1-Cz1 -15.6 -15.4 -13.7 

f_Pa1-Ca1 -16.1 -13.8 -12.0 

f_Ta1-Ca1 -15.9 -15.7 -12.3 

f_Rh1-Ca1 -16.4 -14.0 -11.9 

f_Pa1-Pz1 -16.0 -13.5 -11.3 

f_Ta1-Pz1 -15.5 -15.2 -12.2 

 

Figure 4.17. MESP features on a representative set of the functionalised PAH-π-PAH 

type systems with MESP isosurface at 10 kcal/mol and Vmin marked. 

4.4.2. Molecular Orbital Analysis 

4.4.2.1. PAH systems 

 The frontier orbitals of all the systems are generated and a representative set 

including all the series are given in Figure 4.19.  
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Figure 4.18.  HOMO and LUMO of representative PAH systems  

The retention of pattern and type of molecular orbital distribution is present in 

a series irrespective of the size change. By changing the size and shape, the HOMO-

LUMO gap can be engineered.34 The HOMO energy (EHOMO), LUMO energy (ELUMO) 

and the corresponding HOMO-LUMO gap (ELUMO-HOMO) of every system are given in 

Table 4.5. The gradual tuning with increase in number of rings is observed while 

analysing the values in a series. The shape of the system and periphery 

characteristics influences the ELUMO-HOMO greatly. Taking examples of Ca4 having 73 

rings, Pa4 consisting of 57 rings, and Rh4 made up of 14 rings, it is observed that the 

HOMO-LUMO band gaps are 0.88, 1.30 and 0.14 eV respectively. This proves that it 

is the shape of the PAH system that plays the most crucial part in determining the 

electronic features of systems.  The peculiarity of RhN type systems is very evident 

from these values as for very less number of rings, they exhibit very low HOMO-

LUMO band gap than other shaped structures. For Rh1 having 5 rings and Cz2 having 

19 rings, both having a band gap of 2.05 eV. 

The total number of π-electrons per total number of bonds (nπ) is one 

parameter that can be used as a simple gauge to understand the relative π-electron 

density in PAH systems. When the ELUMO-HOMO is plotted against this parameter the 

plot obtained is given in Figure 4.18. From the figure it is clear that CzN, CaN, PzN and 
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PaN systems show a similar trend in the change in ELUMO-HOMO values, whereas the 

trends in the same for TaN and RhN systems are significantly varied compared to the 

former. In TaN and RhN PAH systems, the ELUMO-HOMO reduction is very high even for 

systems having less number of π-electrons. 

Table 4.5. HOMO, LUMO energies and HOMO-LUMO gap of PAH systems in eV 

System EHOMO ELUMO ELUMO-HOMO System EHOMO ELUMO ELUMO-HOMO 

Cz1 -5.19 -2.11 3.09 Pz1 -5.05 -2.22 2.83 

Cz2 -4.75 -2.70 2.05 Pz2 -4.42 -2.99 1.43 

Cz3 -4.51 -3.05 1.46 Pz3 -4.11 -3.42 0.69 

Cz4 -4.36 -3.29 1.07 Pz4 -3.96 -3.64 0.31 

Ca1 -5.00 -2.34 2.65 Pa1 -5.22 -2.08 3.14 

Ca2 -4.58 -2.90 1.68 Pa2 -4.77 -2.62 2.15 

Ca3 -4.51 -3.13 1.38 Pa3 -4.54 -2.91 1.63 

Ca4 -4.28 -3.39 0.88 Pa4 -4.40 -3.10 1.30 

Rh1 -4.69 -2.64 2.05 Ta1 -5.54 -1.72 3.82 

Rh2 -4.20 -3.19 1.01 Ta2 -5.12 -2.21 2.91 

Rh3 -3.94 -3.51 0.43 Ta3 -4.87 -2.52 2.35 

Rh4 -3.83 -3.69 0.14 Ta4 -4.70 -2.73 1.96 

 

Figure 4.19. Graphs plotting ELUMO-HOMO and nπ values on all the PAH systems. 

4.4.2.2. PAH-π-PAH Systems 

For these systems, the energies EHOMO, ELUMO and ELUMO-HOMO are given in Table 

4.6. For all the systems the ELUMO-HOMO is in the range of 1.60 to 2.31 eV. The 

peculiarity of RhN systems in lowering the energy gap is reflected in the designed 



166 
 

systems. For example the D-π-A systems which have Rh1 as structural component 

has the lowest ELUMO-HOMO values (1.60 eV for Rh1-Ca1 and 1.61 eV for Cz1-Rh1).  For 

systems having Rh1 part the ELUMO-HOMO value is below 2.00 eV. The highest band gap 

of 2.31 eV is observed for Ta1-Pz1 system. 

Table 4.6.HOMO, LUMO energy and HOMO-LUMO gap for PAH-π-PAH systems in eV 

System EHOMO ELUMO ELUMO-HOMO 

Cz1-Ca1 -4.77 -2.71 2.05 

Cz1-Pz1 -4.82 -2.58 2.24 

Pa1-Cz1 -4.78 -2.70 2.08 

Ta1-Cz1 -4.79 -2.68 2.12 

Cz1-Rh1 -4.52 -2.91 1.61 

Pz1-Ca1 -4.82 -2.65 2.17 

Pa1-Ca1 -4.78 -2.70 2.08 

Ta1-Ca1 -4.79 -2.70 2.10 

Rh1-Ca1 -4.53 -2.93 1.60 

Pa1-Pz1 -4.87 -2.62 2.25 

Ta1-Pz1 -4.88 -2.57 2.31 

Pz1-Rh1 -4.52 -2.87 1.65 

Ta1-Pa1 -4.83 -2.67 2.16 

Pa1-Rh1 -4.69 -2.74 1.95 

Ta1-Rh1 -4.66 -2.80 1.86 

 

 

Figure 4.20. Frontier molecular orbitals of Ta1-Ca1 and Pz1-Rh1 system. 

HOMO (208)LUMO (209)

Ta1-Ca1

HOMO (132) LUMO (133)

Pz1-Rh1
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The visualisation of HOMO and LUMO of a representative Ta1-Ca1 system is 

given in Figure 4.20.  The localisation of HOMO and LUMO towards one of the PAH 

part is visualised. In all the cases, the connecting diene has a clear influence on the 

MO population. One of the peculiarities of systems containing Rh1 is that the HOMO 

and LUMO distribution is mostly localised in the Rh1 part in all the cases (A 

representative case of Pz1-Rh1 system is given in Figure 4.20). A clear demarcation 

between the donor and acceptor part of these molecules is not emerged from the 

HOMO and LUMO analysis.  

4.4.2.3. Functionalised PAH-π-PAH Systems 

The functionalised systems have low ELUMO-HOMO in comparison with the pure 

hydrocarbons, PAH-π-PAH system. The values for frontier molecular energies and 

the HOMO-LUMO band gap are given in Table 4.7. As evident, the enhancement of 

molecular orbital distribution is visible in the pictorial representation of HOMO and 

LUMO(Figure4.21). 

 

Figure 4.21. Frontier molecular orbitals of modified f_Ta1-Cz1 and f_Ta1-Pz1 systems.  

The HOMO is localised in the PAH region connected to the electron donating 

group, and LUMO is localised towards the PAH which has direct connection with the 

electron withdrawing acid group. In the functionalised systems, lowering of EHOMO is 

observed for all the cases. For example EHOMO is -4.65 eV for f _Pa1-Cz1 which is lower 

than that of Pa1-Cz1 (EHOMO -4.78 eV).  For f _Rh1-Ca1, ELUMO is -2.90 eV which is 

slightly lower in energy than the -2.93 eV, ELUMO for Rh1-Ca. ELUMO is enhanced in all 

the cases except f _Rh1-Ca. Consider f _Pa1-Cz1, in which ELUMO is -2.79 eV higher in 

magnitude than that for Pa1-Cz1, which is -2.70 eV. The data clearly shows that the 

HOMO-LUMO tuning is very efficient for RhN systems. 

f_Ta1-Cz1

HOMO(174)
LUMO(175)

f_Ta1-Pz1

HOMO(149) LUMO(150)
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Table 4.7. HOMO, LUMO energies and HOMO-LUMO gap for functionalised PAH-π-

PAH type systems in eV 

System EHOMO ELUMO ELUMO-HOMO 

f _Pa1-Cz1 -4.65 -2.79 1.86 

f _Ta1-Cz1 -4.54 -2.70 1.84 

f _Pa1-Ca1 -4.66 -2.76 1.90 

f _Ta1-Ca1 -4.54 -2.71 1.83 

f _Rh1-Ca1 -4.41 -2.90 1.51 

f _Pa1-Pz1 -4.66 -2.72 1.94 

f _Ta1-Pz1 -4.57 -2.61 1.96 

4.4.3. Optical Properties  

The optical properties of all the PAH systems are calculated using the time-

dependent density functional theory (TD-DFT). The absorption parameters are of 

prime interest since the applicability of designed systems in solar and organic 

electronics is determined mainly by the absorption of energy and the associated 

changes in the systems. The properties calculated are absorption maxima values, 

oscillator strength (f), the theoretically calculated light harvesting efficiency (LHE), 

the vertical absorption energy corresponding to the absorption, and the prominent 

molecular orbital contribution corresponding to the transition. The photo-

absorption ability of differently shaped PAH systems can be accessed by the 

theoretical absorption spectra calculation. Tuning of the absorption maxima values 

(λmax) can be attained by changing the number of rings around the core of every 

system analysed. From the absorption maxima values, it is evident that the geometry 

and the periphery characteristics hold the major role in determining the λmax values 

rather than the number of rings. Detailed analysis of these properties in different 

classes is described in the following sub-sections. 

4.4.3.1. PAH Systems 
The optical properties that are calculated using time-dependent density 

functional theory for both CzN and CaN is given in Table 4.8.  The absorption spectra 

with all the λmax values for all the circularly shaped PAH is given in Figures 4.22 and 

4.23.  As the size of the system increases, there is a clear red shift in the λmax values 

compared to the smaller systems. 
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Table 4.8. Optical data of CzN and CaN PAH systems 

System 
λmax 

(nm) 
Oscillator strength  

(f) LHE 
Excitation  

energy (eV) MO contribution (%) 
Cz1 317 0.562 0.726 3.07 HOMO LUMO 44 

Cz2 469 0.747 0.821 2.04 HOMO LUMO 32 

Cz3 648 0.864 0.863 1.45 HOMO LUMO 46 

Cz4 865 0.901 0.875 1.07 HOMO LUMO 46 

Ca1 397 0.520 0.698 2.65 HOMO LUMO 46 

Ca2 619 0.477 0.666 1.68 HOMO LUMO 39 

Ca3 754 0.742 0.819 1.39 HOMOLUMO 48 

Ca4 1122 0.714 0.807 0.88 HOMOLUMO 5 

For CzN series of molecules, most of the absorption is in the UV and visible 

region, making them effective in the solar energy trapping applications. The light 

harvesting efficiency for the PAH systems increases as the number of rings 

increases. As evident from the Table 4.8, the energy requirement for the vertical 

excitation declines with the size enhancement. For the absorption process, the 

prominent molecular orbitals participation is from the frontier MOs with high 

percentage contributions in the range of 32 – 48 %, only exception being the C4N 

having HOMOLUMO percentage contribution of 5% only. The absorption spectra 

of all the systems in CzN series is illustrated in Figure 4.22. For all the systems single 

λmax values are observed with an exception of system Cz4, for which a week 

absorption in the region around 600 nm is present. For a comparison with 

experimentally available absorption data, the value 300 nm in the case of Cz1 

(coronene) is matched with the calculated value at M06L/6-31+G(d) level 317 nm74 

(Figure 4.22). For Cz2, the λmax is at 469 nm, whereas for Cz3, it is at 648. For the 

largest system studied in the series is Cz4, which has an λmax at 865 nm together with 

weak absorption in the region of 600- 640 nm. The absorption spectral illustration is 

given for the CaN series in Figure 4.23.  Ca1 system has λmax at 397 nm with very 

weak absorption at 341 nm. For comparison, the experimental λmax for 

hexabenzocoronene (Ca1) is centred around 350nm.75 Ca2 has λmax at 619 nm and 

413nm. Ca3 system has λmax at 754 and 552 nm, whereas the largest system analysed 

Ca4 has λmax at 1122 nm and 764 nm. In the series, all systems other than Ca4 has 

absorption in the UV-Vis region whereas the last one absorbs mainly in the infrared 

region. 
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Figure 4.22. Absorption spectra of CzN systems at M06L/6-31+G(d,p) level of theory 

 

Figure 4.23.Absorption spectra of CaN systems at M06L/6-31+G(d,p) level of theory 

 

Figure 4.24. Absorption spectra of PzN systems at M06L/6-31+G(d,p) level of 

theory  
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Figure 4.25.Absorption spectra of PaN systems at M06L/6-31+G(d,p) level of theory 

 

Figure 4.26.Absorption spectra of TaN systems at M06L/6-31+G(d,p) level of theory 

 

Figure 4.27.Absorption spectra of RhN systems at M06L/6-31+G(d,p) level of theory 

For both PzN and PaN systems, the optical properties obtained after the TD-

DFT calculations are tabulated in Table 4.9. The gradual increase in the λmax values is 

visible in both the set of series. Most prominent λmax are tabulated whereas other 

weak absorptions are described in text. The self repeating patterns are visible in all 
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the four systems analysed. The λmax is observed at the highest wavelength together 

with weak absorption in the blue region compared to the prominent one.  

Table 4.9. Optical data of PzN and PaN PAH systems 

System λmax 

(nm) 
Oscillator strength 

( f) 
LHE Excitation 

energy (eV) 
MO contribution (%) 

Pz1 235 0.610 0.755 3.53 HOMO-1LUMO+1 79 

Pz2 569 0.460 0.653 2.18 HOMOLUMO 95 

Pz3 491 1.079 0.917 1.29 HOMO-1LUMO+1 77 

Pz4 756 0.926 0.881 0.66 HOMO-1LUMO+1 67 

Pa1 234 1.726 0.981 3.48 HOMO-2LUMO+3 52 

Pa2 437 0.681 0.792 2.44 HOMOLUMO+1 50 

Pa3 561 1.073 0.916 1.86 HOMOLUMO+1 50 

Pa4 686 1.495 0.968 1.49 HOMOLUMO+1 50 

The absorption spectra for PzN and PaN are given in Figure 4.24 and 4.25 

respectively. The number of rings has profound effect on the value of absorption and 

a linear dependence is visible for both the systems. Most of the systems have high 

light harvesting efficiency in the range from 0.755 to 0.981. The highest percentage 

of molecular orbital contribution together with the type of transition corresponding 

to the strongest absorption are also tabulated. For PzN series other than Pz2, all 

others have λmax resulting from the HOMO-1 to LUMO+1 transition with orbital 

contribution around 67-79 %. For Pz2 system the most prominent is HOMO to LUMO 

transition with orbital contribution of 95 %.  For PaN series, except for Pa1, all other 

systems have λmax corresponding to HOMO to LUMO+1 with 50% orbital 

contribution, whereas for Pa1, inner MO’s participation is high and the transition is 

corresponding to the HOMO-2 to LUMO+3 with contribution of 51%. The narrowing 

of vertical excitation energy, inferring the ease of vertical absorption as the size of 

the system increases is evident from the values. 

Pz1 system which is pyrene molecule has an experimental λmax around 250 

nm,76 for which the theoretical value obtained is 235 nm. Other than this strongest 

absorption the system absorbs weakly in the wavelengths 352 nm and 279 nm. For 

Pz2 system, λmax values are at 329, 377 and 569 nm. Pz3 system absorbs strongly in 

the 491 nm and weakly in the 945 nm. The largest system Pz4 absorbs strongly in 

the wavelength 756 nm, and weak absorption peaks are also observed at 495 and 

1680 nm. For all the systems in PaN series, the fine structure of the absorption 
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spectra is retained as evident from the Figure 4.25. Predominantly four sets of λmax 

can be visualised for all the systems. Pa1 system has λmax at 234, 289 and 315 nm. 

For Pa2, the strongest absorption occurs at 437 nm and it absorbs in the 

wavelengths 355, 401 and 508 nm. For Pa3 system, λmax values are at 668, 561, 512 

and 449 nm. Pa4 system absorbs strongly in the 686 nm and weakly in the regions of 

wavelength 829, 625 and 540 nm.  

The optical properties obtained after the TD-DFT calculations for TaN and RhN 

PAH systems are given in Table 4.10. The gradual increase in the λmax values is 

visible in both the set of series. Most prominent λmax are tabulated.  

Table 4.10. Optical data of TaN and RhN shaped PAH systems 

System λmax 

(nm) 
Oscillator strength 

(f) 
LHE Excitation 

energy (eV) 
MO contribution (%) 

Ta1 258 0.423 0.622 3.81 HOMO-2LUMO 51 

Ta2 362 0.480 0.669 2.91 HOMOLUMO 41 

Ta3 445 0.702 0.802 2.34 HOMOLUMO+1 41 

Ta4 530 0.838 0.855 1.96 HOMOLUMO+1 39 

Rh1 463 0.327 0.529 2.68 HOMOLUMO 98 

Rh2 321 0.311 0.512 1.08 HOMOLUMO+5 52 

Rh3 324 0.381 0.584 0.96 HOMOLUMO+7 61 

Rh4 375 0.201 0.370 0.49 HOMOLUMO+5 40 

The absorption spectral features for all are illustrated in Figure 4.26 and 4.27. 

TaN systems have LHE in the range of 0.6 to 0.8. For RhN systems, the LHE is the 

lowest for all the different types of system analysed. From the analysis of vertical 

excitation energy, it is evident that the rectangular systems have very low value and 

are easily excited via absorption of radiation. Although, the transitions other than 

the HOMO-LUMO can give rise to absorption maxima values of different strengths, 

the one corresponding to HOMO-LUMO will be at the longest wavelength and need 

not be the most prominent one. 

Triphenylene which is denoted as Ta1, has the reported experimental λmax in 

the region of 250 nm.77  This value is in agreement with the calculated value of 258 

nm that we have obtained. Ta1 have λmax 278 and 218 nm other than the most 

prominent one. Ta2 system has λmax at 362 nm and 335 nm. For Ta3, the strongest 

absorption corresponding to the HOMO LUMO+1 transition is at 451 nm, with a 

weak absorption at 409 nm. In the case of Ta4,  the transition corresponding to 
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HOMO  LUMO+1 yields λmax at 530 nm together with a weak absorption in the 

region of 483 nm. The calculated TD-DFT absorption spectra of all the systems in the 

RhN series are given in Figure 4.27 (Full spectra is not given for the clarity of 

absorption peaks). Perylene molecule which is denoted as Rh1 in has an 

experimental λmax of approximately 430 nm in methanol78 which is very close to the 

theoretical value of 446 nm that we have calculated. Rh1 has λmax at 229, 277 and 463 

nm.  Rh2 has mainly three λmax which lie at wavelengths 284, 321 and 765 nm. For 

Rh3 systems, λmax are observed at 324 and 380 and 1297 nm. For the largest studied 

stystem Rh4, λmax are observed at 375, 504 and 2505 nm.  

The effect of periphery structure on the absorption is clearly visible in these 

values. Even though Rh4 system has only 14 rings in them which is much less 

compared to other larger systems that are studied, the λmax values which are quite 

high (for example λmax  at 1297 nm for Rh3 anf 2505 nm for Rh4) corresponding to 

even IR region in electromagnetic spectrum is obtained. The extensive conjuation 

together with the structural effects makes the very low energy gap between MOs 

resulting in such a high λmax value. 

4.4.3.2. PAH-π-PAH Systems 

Table 4.11 and Table 4.12 give the optical features of designed PAH-π-PAH 

systems. The absorption maxima values in the range of 433 nm to 630 nm are 

possible for these systems. The highest λmax is observed for the Rh1-Ca1 system 

which is at 630 nm and the least λmax of 433 nm is for Ta1-Pz1 system. The 

absorption in the visible region of solar spectrum is attained for all the systems, 

which can be highly beneficial in solar applications. In all the systems, the most 

prominent peak having the highest oscillator strength is the absorption 

corresponding to HOMO  LUMO transition and consequently the most red shifted 

λmax. A set of λmax having lower wavelength absorption are present in all the systems 

indicative of the extended π-conjugation. The oscillator strength of all the designed 

PAH-π-PAH systems ranges from of 0.8 to 1.95. Oscillator strength being a direct 

measure of the LHE, the changes in the formers values are reflected in the LHE of all 

the systems. And consequently the theoretical LHE of all the systems gets enhanced 

and is in the range of 0.80 – 0.99. The Ta1-Pz1 system has maximum LHE of 0.989 

with the oscillator strength of 1.957, and the least efficient in light harvesting is Pa1-
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Rh1 system with a LHE of 0.802 and oscillator strength 0.703. Vertical excitation 

energies of all the designed systems are in the range of 2.0 – 2.6 eV. Systems having 

high LHE and low excitation energy are idea for the photonic applications. 

Table 4.11. Optical data for PAH-π-PAH type systems: Set I 

System λmax 

(nm) 

MO contribution (%) Oscillator 

strength (f) 

LHE Excitation 

energy  (eV) 

Cz1-Ca1 542 HOMOLUMO 87 1.218 0.940 2.29 

463 HOMOLUMO+3 30    

409 HOMO-1LUMO+1 29    

403 HOMO-1LUMO+2 35    

Cz1-Pz1 475 HOMOLUMO 72 1.006 0.901 2.54 

460 HOMOLUMO+1 50    

382 HOMO-2LUMO+2 30    

358 HOMO-1LUMO+1 56    

Pa1-Cz1 506 HOMOLUMO 90 1.543 0.971 2.45 

396 HOMO-4LUMO 27    

360 HOMO-5LUMO 34    

Ta1-Cz1 495 HOMOLUMO 92 1.478 0.967 2.50 

391 HOMOLUMO+3 26    

375 HOMO-4LUMO 72    

335 HOMO-2LUMO+2 16    

Cz1-Rh1 610 HOMOLUMO 90 1.357 0.956 2.03 

421 HOMO-1LUMO+1 72    

394 HOMO-3LUMO 35    

363 HOMOLUMO+6 30    

Pz1-Ca1 518 HOMOLUMO 79 0.821 0.849 2.39 

440 HOMO-1LUMO+3 41    

437 HOMO-1LUMO+1 30    

391 HOMO-1LUMO+4 25    

Pa1-Ca1 532 HOMOLUMO 85 1.101 0.921 2.33 

460 HOMO-2LUMO 18    

430 HOMO-1LUMO+1 27    

412 HOMOLUMO 3    
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Table 4.12. Optical data for PAH-π-PAH type systems: Set II 

System λmax 

(nm) 

MO contribution (%) Oscillator 

strength (f) 

LHE Excitation 

energy  (eV) 

Ta1-Ca1 529 HOMOLUMO 85 1.010 0.902 2.34 

446 HOMO-1LUMO+1 41    

409 HOMO-2LUMO+3 26    

393 HOMOLUMO+5 23    

Rh1-Ca1 630 HOMOLUMO 82 1.413 0.961 1.97 

 423 HOMO-2LUMO+2 44    

Pa1-Pz1 467 HOMOLUMO 61 0.928 0.882 2.53 

 453 HOMOLUMO+1 56    

 442 HOMOLUMO+2 42    

 408 HOMO-3LUMO 65    

 349 HOMO-2LUMO+2 22    

Ta1-Pz1 451 HOMOLUMO+1 41 1.957 0.989 2.57 

 433 HOMOLUMO 67    

 354 HOMO-4LUMO 42    

Pz1-Rh1 578 HOMOLUMO 95 1.317 0.952 2.14 

 360 HOMOLUMO+4 29    

Ta1-Pa1 480 HOMOLUMO 79 1.495 0.968 2.58 

 454 HOMO-1LUMO 52    

Pa1-Rh1 478 HOMO-1LUMO 30 0.703 0.802 2.20 

 454 HOMO-2LUMO 46    

 421 HOMO-1LUMO+2 41    

 391 HOMO-3LUMO+1 50    

Ta1-Rh1 468 HOMOLUMO+1 50 1.189 0.935 2.18 

 414 HOMO-1LUMO+1 63    

For all the systems other than Ta1-Rh1 and Pa1-Rh1, the HOMOLUMO orbital 

contribution towards the absorption is in the range of 62 - 92 %. The most 

prominent MO transition is HOMO to LUMO for all the PAH-π-PAH systems. 

4.4.3.3. Functionalised PAH-π-PAH Systems 

The introduction of functional groups on the designed PAH-π-PAH systems is 

done, so that there is improvement in the electronic features and also for the ease 

for processability in optoelectronic device applications.  
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Table 4.13. Optical data of all the functionalised PAH-π-PAH type systems 

System λmax  

(nm) 

MO contribution (%) Oscillator 

strength(f) 

LHE Excitation 

energy (eV) 

f_Pa1-Cz1 546 HOMO-1LUMO 75 0.836 0.854 1.92 

 

528 HOMO LUMO+3 70 

   

 

450 HOMO-2LUMO+2 30 

   f_Ta1-Cz1 626 HOMOLUMO 87 0.695 0.798 1.98 

 

503 HOMOLUMO+1 76 

   

 

482 HOMO-1LUMO 81 

   

 

384 HOMO-5LUMO 36 

   

 

355 HOMO-4LUMO-1 60 

   f_Pa1-Ca1 546 HOMO-1LUMO 75 0.836 0.854 1.92 

 

528 HOMO-1LUMO+3 70 

   

 

450 HOMO-2LUMO-1 30 

   

 

425 HOMO-4LUMO-1 69 

   f_Ta1-Ca1 634 HOMOLUMO 90 0.887 0.870 1.96 

 

510 HOMO-1LUMO 67 

   

 

496 HOMOLUMO+3 63 

   

 

456 HOMO-3LUMO 39 

   f_Rh1-Ca1 708 HOMOLUMO 67 0.580 0.737 1.75 

 

603 HOMOLUMO+1 50 

   

 

589 HOMOLUMO+3 72 

   

 

421 HOMO-3LUMO+2 20 

   f_Pa1-Pz1 552 HOMO-1LUMO 55 1.011 0.903 1.88 

 

537 HOMOLUMO+1 60 

   

 

469 HOMO-1LUMO+1 55 

   

 

390 HOMOLUMO+5 31 

   

 

382 HOMO-6LUMO 44 

   f_Ta1-Pz1 570 HOMOLUMO 81 0.809 0.845 2.18 

 

429 HOMO-1LUMO 32 

   

 

421 HOMO-3LUMO 53 

   

 

411 HOMO-2LUMO+1 46 

   

 

367 HOMO-1LUMO+2 43 
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All the optical data that have been analysed is tabulated in Table 4.13. 

Introduction of functional groups shifts the absorption maxima to more red-shifted 

region as evident from the values. Light harvesting efficiency of all the systems are 

reduced when functionalization is done of PAH-π-PAH systems, with an exceptional 

case of f_Pa1-Pz1, where the LHE is enhanced to 0.903 from that of Pa1-Pz1 which is 

0.882. The vertical excitation energy is increased for all the systems after the 

introduction of electron withdrawing and electron donating groups. Changes of 0.22 

to 0.65 eV is observed from that of PAH- π-PAH systems. The maximum change is 

observed for f_Pa1-Pz1, which has excitation energy of 1.88 eV whereas the same for 

Pa1-Pz1 system is 2.53 eV. The prominent effect due to the introduction of electron 

donating and electron accepting groups in D-π-A type system on the optical 

properties are the following. Absorption shifts significantly to red region, for 

example Ta1-Ca1 has λmax at 529 nm, whereas f_Ta1-Ca1 has it at 634 nm.  The 

strongest absorption corresponds to HOMO LUMO for the functionalised systems, 

whereas for PAH-π-PAH prototype the strongest absorption does not always 

correspond to HOMO-LUMO transition. 

4.5. Conclusions 

The design and study of polycyclic aromatic hydrocarbons (PAH) or 

nanographenes or graphene nanoflakes has significance in the photo sciences and 

photonics fields due to the excellent photonic and optoelectronic properties 

exhibited by them. Here several PAH systems are designed by changing the number 

of constituting rings, the shape of periphery and the geometry of the whole 

molecule. Hexagonal, parallelogram, triangular and rectangular shaped PAH’s have 

been designed and studied. DFT calculations at M06L/6-31+G(d) level have been 

carried out on the PAH systems to theoretically analyse the absorption properties 

together with electronic properties. In all the molecules, the frontier molecular 

orbitals analysis is carried out for the better understanding of reactivity and 

electronic features.  In all the different shaped PAH’s, there is direct increase in the 

absorption maxima with increase in number of carbon atoms. This phenomenon is 

obvious because as the number of carbon atoms increases there is extending of 

conjugation in the structure, which shifts the absorption maxima to greater 

wavelengths. As conjugation increases, the HOMO-LUMO gap gets shortened, thus 
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less energy is required to cause the electronic transitions. As a result of which, the 

corresponding wavelength gets enhanced. One important feature that was observed 

is the dependence of shape and periphery geometry on the optical and electronic 

features of PAH systems. For molecules that are composed of same number of 

benzene rings, the electronic structure, features, and optical properties are distinctly 

different. As a direct result for PAHs having same number of carbon atoms, the 

electron density can be different if their shape is differed. This paved the design and 

studies on D-π-A type systems connecting two PAH units via a conjugated π-system.  

The theoretical calculations on 15 such designed systems are done, which enhanced 

the possibility of developing D-π-A system as the PAH moieties showed different 

electronic features compared to each other. However, the donor-acceptor type 

feature is mildly present in the designed PAH-π-PAH systems and a quantification of 

the electronic feature is done with the help of Vmin values, which were different on 

different parts of the same system. Introduction of electron donating and 

withdrawing groups on such designed systems is done for further enhancement of 

electronic and optical features to improve the donor-acceptor character. The frontier 

molecular orbital analysis also reinforced the difference in the observed electronic 

features. The functionalization results in the minor lowering of the light harvesting 

efficiency and excitation energy for all the analysed systems.  

Armchair edged PAH system are found to be more resonance stabilised, which 

is supported by the Clar’s aromatic sextet like MESP isosurface arrangement in the 

entire structure. For zigzag periphery systems, the electron cloud is localised more 

towards the edges and these classes of systems might be very useful for donor-

acceptor type electronic applications. Rectangular shaped PAH systems having both 

armchair and zigzag edges in same molecule are electronically very dense which has 

a characteristic of very low HOMO-LUMO gap even when number of rings 

constituting is less. This effect is verified by comparing with other systems of much 

higher number of constituting rings. In summary, the theoretical study on PAH, PAH-

π-PAH and f_PAH-π-PAH systems provide new insight on the design and 

development of efficient light harvesting molecules that are derived from graphene 

nanoflakes of different sizes and shapes. 
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