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PREFACE 

 Carbon dioxide capture and storage (CCS) has been a hot topic of discussion for 

past few decades, in both theoretical, and experimental studies which aims to isolate, 

extract, and store carbon dioxide emissions from various sources. CO2 capture and 

storage depends on the CO2 interaction with the storage materials. A covalent interaction 

can lead to chemisorption while a non-covalent interaction can lead to physisorption. 

Though CO2 is electrically neutral, strong electrostatic interactions can develop with 

charged species due to their polarizability. The theoretical and experimental studies on 

the interactions between CO2 and halide ions (anions) and various functional molecules 

have been a field of interest for a long time. Recent studies have shown that the nitrogen 

(N)-rich and carbonaceous molecular systems play an essential role in the CO2 capture. 

In this regard, the thesis focuses on the interaction of CO2 with different anionic and N-

rich molecular systems using density functional theory (DFT). In this DFT study starting 

from the simple molecular anions, neutral N-rich molecules like guanidine and its 

derivatives and cyano-fulleride based ion-pairs are studied for their CO2 capture 

capability. Considering the various studies on the application of fullerene in 

organometallic chemistry, we also analyzed the coordinating ability of the anionic 

fullerides as η5 ligand towards transition metal centers. Apart from the structure and 

energetics molecular electrostatic potential (MESP) based approach has been used to 

interpret the reactivity of various molecular systems towards CO2 adsorption. Further, 

the nature of interaction of the molecular systems with CO2 has been analyzed using 

quantum theory of atoms in molecules (QTAIM). The thesis is divided into five chapters. 

 The first part of Chapter 1 provides a brief account of various CO2 capture and 

storage techniques and important theoretical and experimental works on the capability 

of fullerene based systems to act as an organometallic η5 ligand. In part B, an overview 

of computational chemistry and methodologies employed in the thesis are included.  

 Chapter 2 demonstrates the substantial affinity of the anions such as F, Cl,     

Br, OH, NH2
, NO2

, CN, and ClO to bind with a large number of CO2 molecules. Our 

findings are based on structure and energetics studies of CO2 complexes of these anions 
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at M06L/6-311++G(d,p) level of DFT. The QTAIM electron density analysis, proved the 

key role of secondary O…C interactions in stabilizing the anionic complexes. Based on 

QTAIM analysis the total binding energy has been partitioned into primary and 

secondary contributions. The remarkable ability of the anions to interact with a large 

number of CO2 molecules is due to the cooperativity resulting from the secondary O…C 

interactions which compensate for the weakening of the primary anion…C interactions 

as the cluster size increases.  This property of the anion-CO2 interactions can be employed 

for developing anionic or anion-incorporated materials for CO2 storage.  

 Chapter 3 is divided into two parts. Part A discuss about the substantial 

affinity of guanidine (G) to bind with a large number of CO2 molecules. Also the 

transformation of noncovalent G…CO2 complex to a strongly interacting G-CO2 covalent 

complex under the influence of multiple G and CO2 is revealed. In comparison to the 

noncovalent G…CO2 interaction the (G-CO2)8 cluster showed a fivefold increase in the 

binding energy for every G-CO2 interaction. The N-CO2 bonding gives (G+)-(CO2
) 

zwitterion character for G-CO2 unit and such zwitterion units preferred a cyclic 

arrangement in (G-CO2)n clusters due to the support of three strong intermolecular 

O…HN hydrogen bonds. The QTAIM analysis confirmed the nature and strength of the 

covalent/noncovalent interactions in (G-CO2)n clusters. MESP analysis also showed that 

the cyclic cluster is stabilized due to the delocalization of charges accumulated on the 

(G+)-(CO2
) zwitterion via multiple O…HN interactions.   

 Part B shows the transformation of noncovalent to covalent bonding scenarios 

between cyclic/acyclic imine based functional molecules (XN) and CO2. Formation of only 

noncovalent (nc) XN…CO2 complexes is observed for a group of imines while more 

saturated imines (XN') produced both nc and covalent (c) complex XN'+(CO2). Also 

noncovalent and covalent bonding territories are clearly demarcated with the 

identification of a transition state (ts) as the crossover point. Invoking the concept of 

bond stretch isomerism by Hoffmann, the covalent complex XN'+―(CO2)― stretches from 

the N-C chemical bond territory through the ts to the noncovalent territory to yield 

XN'…CO2. Further, conversion of the imine complex 1…CO2 to the covalent zwitterionic 
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complex CH3CN…1+(CO2)– explains a hitherto unknown phenomenon in chemical 

bonding scenario, the formation of a covalent bond under the influence of a noncovalent 

bond. When ‘n’ units of XN…CO2 are assembled, it becomes a covalent cluster of general 

formula (XN+(CO2))n. The cluster showed multiple NH…OC hydrogen bond interactions 

between XN'+(CO2) units and large positive cooperativity strengthens the N-C 

coordinate covalent bonding. Exergonic formation of (XN+(CO2))n cluster suggests 

potential use of many such imines for CO2 capture.  

 Chapter 4 is divided into two parts. Part A demonstrates that the exohedral 

addition of anionic X moieties to C60 (X = H, F, OH, CN, NH2, and NO2) is 

thermodynamically a viable process to create large X-fulleride anions (C60X). The 

addition of X to C60 is modelled by locating the transition state for the reaction between 

C60 and 1,3-dimethyl-2X-Imidazole (IMX) at M06L/6-311++G(d,p)//M06L/6-31G(d,p) 

level. The reaction is slightly endergonic for X = H, F, OH, and NH2 while X = CN show a 

significant exergonic character. The X-fulleride formation is not observed when X = Cl 

and Br. QTAIM analysis showed that C-X bonding in (C60X) is covalent while that in 

(IM+…X)…C60 (for X = Cl and Br) is noncovalent. Further, MESP analysis showed that the 

X-fulleride could behave as a large spherical anion due to the delocalization of the excess 

electron in the system over the entire carbon framework. The large anionic character of 

the X-fulleride is also revealed by the identification of several close lying local energy 

minima for the IM+…(C60X) ion-pair. The low Eion-pair value, significant contribution of 

dispersion to Eion-pair and spherical nature of the anion predict low melting and highly 

viscous IL formation from X-fullerides and imidazolium cation.  

 In Part B the formation of imidazolium-based ionic complexes of polyanionic 

fullerides, (IM+)n…(C60(CN)n)n from the reaction of C60 fullerene with ‘n’ molecules of 

1,3-dimethyl-2,3-dihydro-2-cyano-imidazole (IMCN) is demonstrated.  The reaction is 

exothermic for n = 1 to 6 and can be considered as a thermodynamically viable process 

to create large polyanionic cyano-fullerides. The MESP analysis has revealed that the 

extra ‘n’ electrons in the ion-pair system as well as in the bare (C60(CN)n)n are delocalized 

mainly on the unsaturated carbon centers of the fullerene unit while the CN groups 
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remain as a neutral unit on the sp3 carbon. The (IM+)n…(C60(CN)n)n ion-pair systems 

showed strong interactions with CO2 molecules. As the ‘n’ value increases, the interaction 

of CO2 with the carbon cage becomes stronger from -2.3 kcal/mol for n = 1 to -18.6 

kcal/mol for n = 6. From the trianionic fulleride onwards, the C…CO2 noncovalent (nc) 

interaction changes to C―CO2 covalent (c) interaction with carboxylate character on the 

adsorbed CO2. All these results prove that cyano-fullerides are promising candidates for 

CO2 capture and conversion.  

 Chapter 5 is divided into two parts. Part A shows the coordinating ability of 

endohedral and exohedral chloro-fullerides to acts as η5-ligands. A comparison of the 

coordinating ability of Cl‾@C60 and ClC60 with that of Cp‾ ligand is done for early to late 

transition metals of the first row using M06L/6-31G(d,p) level of density functional 

theory. For each (Cl‾@C60)(MLn)+ and (Cl‾C60)(MLn)+ complex, the energetics for the 

transformation to C60 and MLnCl is evaluated which showed exothermic character for all 

endohedral and exohedral Co(I) and Ni(II) complexes.  The rest of exohedral complexes, 

viz. the Sc(I), Ti(II), Ti(IV), V(I), Cr(II), Mn(I), Fe(II) and Cu(I), systems showed 

endothermic value in the range 2 - 35 kcal/mol. The anionic modification makes the C60 

unit a strong η5 ligand similar to Cp‾ for cationic transition metal fragments.  The bulky 

anionic nature and strong coordination ability of chloro-fulleride ligands suggest new 

design strategies for organometallic catalysts.  

 Part B illustrates that similar to Cp‾, the bulky anion, (C60CN), acts as a strong 

η5 ligand to form sandwich complexes with Fe(II), Ru(II), Cr(II), Mo(II), and Ni(II). The 

structural parameters of these complexes and the corresponding Cp― complexes showed 

very close resemblance. The (C60CN) ligand behaved as one of the bulkiest ligands in the 

chemistry of sandwich complexes. Further, the coordinating ability of the dianion, 

(C60(CN)2)2― is evaluated which showed strong coordination ability simultaneously with 

two metal centers leading to the formation of multi-decker sandwich and pearl-necklace 

type polymeric structures.  



 

Chapter 1  
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Carbon Dioxide Capture and Fullerene 

Chemistry  

Part B 

 Computational Chemistry Methods  
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Part A: Carbon Dioxide Capture and Fullerene 

Chemistry 

 

1.1 Carbon capture and sequestration - The background 

Carbon dioxide (CO2) is a heat trapping gas, which is produced into the 

atmosphere  via biological as well as anthropogenic interventions.1, 2 Though there are 

other green house gases like CO, CH4, SOx, nitrous oxide, water vapor, ozone, and 

perfluorocarbons/chlorofluorocarbons, the influence of CO2 on the climate changes is 

drastic due to its very large percentage of contribution, of almost 75% of greenhouse 

gases.3 One detrimental effect of CO2 is its relatively long residence times, i.e., it remains 

in the atmosphere for long periods of time. CO2 along with other greenhouse gases in the 

atmosphere can trap the heat and thereby lead to drastic climatic changes like global 

warming. The growing dependancy of mankind on the fossil fuels, for power generation, 

accounts for the major CO2 pollutant in the atmosphere, which will not be  effectively 

reduced  by the natural carbon cycle process. This alarming situation urgently calls for 

technologies of CO2 capture and sequestration (CCS), for the isolation, extraction, and 

storage of CO2 emitted from various sources to alleviate the emission of CO2 into the 

atmosphere.  

There have been several initiatives in national as well as  international levels 

across the globe attempting to control the CO2 emission and thereby to protect the 

environment.4 Kyoto protocol was constituted in 1997 which urged the European Union 

and 37 industrialized countries to reduce the greenhouse gas emission on an average to 

5.7% from 1990 during the period of 2008 to 2012.5 In 2015 December, a new global 

agreement to combat climate change under the United Nations framework convention 

on climate change (UNFCCC) was signed by countries that had an intention to reduce the 

climatic changes.6 A recent report in 2021 on the country-wise CO2 emissions from fossil 

fuels across the world is shown in Figure 1.1.7 The top six countries that are responsible 

for about 60% global CO2 emission are China, USA, India, Russia, Japan, and Germany.  
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Figure 1.1 Worldwide CO2 emission by various countries.8 

CO2 emissions to the atmosphere continue to steadily increase every year over the 

past century out of human activity leading to a rise in the atmospheric concentration of 

CO2 from the preindustrial value of 280 ppm to 412 ppm in 2021.9-11 Global energy-

related CO2 emissions rose by 6% in 2021 to 36.3 billion tonnes, their highest ever level, 

as the world economy rebounded strongly from the Covid-19 crisis and relied heavily on 

coal to power that growth.12  The Intergovernmental Panel on Climate Change (IPCC) has 

reported in their Fifth Report (2013 and 2014 projects data) that the global surface 

temperature will likely increase anywhere from 0.3 to 4.8°C relative to 1986−2005 

data.13, 14 Based on the first installment of the IPCC’s sixth assessment report, the climate 

impacts are already more widespread and severe than expected.15 We are locked into 

even worse impacts from climate change in the near-term and the risks will escalate 

quickly with higher temperatures, often causing irreversible impacts of climate change. 

The next few years offer a narrow window to realize a sustainable, livable future for all. 

To reduce atmospheric CO2 concentration and thereby to manage the long-run risks of 

persistent climate changes it has become highly important to remove CO2 from the air 

faster than nature does.16, 17 Changing course will require immediate, ambitious and 
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concerted efforts to slash emissions, build resilience, conserve ecosystems, and 

dramatically increase finance for adaptation and addressing loss and damage. CO2 

capture was proposed by the IPCC as a technology necessary to restrain the growing 

atmospheric CO2 concentration, is getting more prominence in the past decade.18  

 

Figure 1.2 Year-wise classification of publications on CO2 capture and/or adsorption 

from the year 2007 to 2021. 

 

Figure 1.3 Citation report of DFT study in CO2 capture and/or adsorption for past 12 

years. 
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Many researches are proceeding globally in the field of CO2 capture technologies 

to come up with better solution to the growing concern of tremendously increasing 

atmospheric CO2 levels.19 Large number of reviews/articles and a number of patents filed 

under this topic shows the depth of the research getting shape in this area.20-22 Figure 1.2 

gives year-wise distribution of publications on CO2 capture and/or adsorption based on 

the year of their publication.  The demand for better technologies is keeping this field of 

research proactive. A number of patents are also getting filed across the globe. Derwent 

innovations index shows a total of 13 patents in the research of nitrogen-rich materials 

for CO2 capture. In addition to the experimental studies several theoretical studies also 

support the research in CO2 capture. The increasing citation index of the DFT studies on 

CO2 cpature and /or adsorption  in  the past 12 years (Figure 1.3) again shows the 

increasing passion in this particular field of research.  

The conventional methods of CO2 capture were to solve the  CO2 emissions from 

large stationary sources, like fossil-fuel based power stations, cement plants, oil 

refineries, and iron or steel industry installations.19 Though we are running out of the 

conventional energy sources, the increasing energy demands in various fields of life 

never end. This calls for the urgent shift from the conventional non-renewable energy 

sources to renewable energy sources. However, complete decarbonization still appears 

to be highly challenging as we still depend on various non-renewable energy sources 

resulting in the release of tens of billions of tons every year. In this phase, the 

development of efficient CO2 capture systems engaged with the continuous production 

of power from fossil fuels is attractive since it can drive the sustainable development of 

fossil-fired energy technologies with near-zero emissions.  

Carbon capture and storage/sequestration (CCS)  refers to the set of technologies 

to capture the CO2 gas in the atmosphere released by all sources including industries, 

power sectors, anthropogenic, etc., followed by handling the gas, transporting it, and 

storing it in a place which will not release the gas to the atmosphere once again, for 

example, injection and storage in deep geological formations.23, 24 Without limiting access 

to fossil energy resources the level of CO2 in the atmosphere could be controlled only if 

CO2 is collected and disposed of away from the atmosphere at concentrated sources itself, 
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without ever letting it enter the atmosphere. Due to the fundamental infrastructural 

obstacles and the prohibitively expensive side, this method of CO2 capture right at the 

sources itself seems to be impossible.25 CO2 disposal technologies are usually classified 

as pre-combustion (reduces the carbon capacity of fuels before combustion occurs),  

post-combustion (flue gases generated after combustion are cleaned), and oxy-fuel 

combustion (makes use of pure O2 as oxidizer) (Figure 1.4).26  

 

Figure 1.4 Pictorial representation of the three CCS processes.26 

Among the currently available technologies for capturing CO2, post-combustion 

capture (PCC) is the most easily applied technology for existing sources of emissions 

(Figure 1.5). PCC uses both wet and dry adsorbents for gas separation and separates and 

collects CO2 by adsorption/desorption. In general, PCC technologies include dry 

adsorption, wet absorption, membrane-based technologies, and cryogenics. Wet 

absorption is good for treating large emission volumes from combustion and is very 

useful for changing the density of CO2; however, it requires high energy for absorbent 

regeneration. Amine scrubbing is a robust technology, which has been used to separate 

CO2 from natural gas and hydrogen since the 1930s in both dry and wet forms.27 For 

industrial applications, aqueous solutions of amines are extensively used as chemical 

absorbents or solvents. However, amine reaction with CO2 results in stable carbamate 

formation, which in turn leads to high energy usage for regeneration and promotes 
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additional corrosion problems. Also, the amine solutions decompose over time and their 

CO2 capturing ability decreases significantly.28 Current research focuses on dry 

adsorption systems using dry adsorbents. 

 

Figure 1.5 Overview of different techniques under CCS process.26 

While CCS technologies have traditionally been implemented at point sources of 

CO2 emissions, recent integrated assessment models have increasingly emphasized the 

need for negative emissions technologies (NETs) to limit global warming below 2 °C by 

2100.29, 30 NETs can capture the CO2 from discrete emitters involved in transportation, 

which currently account for about 50% of the annual greenhouse gas emissions. NETs 

when coupled with efficient methods to convert the CO2 removed from air into fuels using 

renewable energy sources have the potential to close the carbon cycle and generate 

carbon-neutral fuels.31-33 One promising approach among various NETs, like 

afforestation/reforestation, or bioenergy with carbon capture and storage (BECCS), 
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which aim at reducing the atmospheric CO2 concentration is direct air capture (DAC), a 

process that removes CO2 from the air by engineered chemical reactions.34, 35  

Compared to other NETs, which are constrained by land availability and present 

threats to biodiversity and food security, DAC has the potential for high capacity, the 

flexibility of placement, and the generation of high-purity CO2 streams. However, the 

most significant challenge with DAC is the very low atmospheric concentration of CO2 

(about 0.04%), thereby requiring sorbents that can bind CO2 quickly, strongly, and 

selectively against other components in the air, which will, in turn, result in the 

requirement of large energy inputs and high temperatures for release of the CO2 and to 

regenerate the sorbent.36 Many sorbents have been studied for CO2 capture for the past 

few decades for the physisorption as well as for the chemisorption of CO2 from the 

atmosphere. The interaction between the sorbate and sorbent is said to be chemisorption 

when a chemical bond is formed between them, whereas physisorption relies on typically 

weaker physical interactions such as van der Waals or ion–quadrupole interactions. Each 

of the methods of sorption technique has its own virtues and drawbacks. The sorbent 

regeneration is energetically much easier for materials operating through physisorption 

than from chemisorbed materials because of the weaker bonds. However, at atmospheric 

CO2 levels, lower selectivity and uptake capacity is observed for physisorption due to the 

reduced thermodynamic drivers for CO2 capture. Although most of the air capture 

processes use solid sorbents, the sorbents can be liquids37-39 or solids40. In this thesis, we 

will be focusing more on the nitrogen(N)-rich sorbents used in CO2 captures like amines, 

amino acids and their derivatives, N-rich compounds like guanidine and its derivatives, 

and nitrogen doped materials.     

1.1.1 Amines as CO2 sorbents  

The application of aqueous amine solutions is one among the primitive  CO2 

capture techniques used for the separation of CO2 from CO2-rich natural gas stream, like 

those used in submarines to purify breathing air.27  Two different sorption mechanisms 

are observed:  in dry conditions and in moist conditions. In dry conditions, primary and 

secondary amines react with CO2 to form carbamate or carbamic acid.41-43 Pinto et al. 
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studied CO2 sorption by amine-modified materials under dry conditions via solid-state 

NMR spectroscopy. 42  They found that a fraction of carbamic acid could remain unreacted 

when a large amount of CO2 is incorporated and only a small amount of R-NH2 is still 

available. In this case, carbamic acid is produced during CO2 sorption. In moist conditions, 

amines react with CO2 to produce bicarbonate.44, 45 Though this process is comparatively 

mature, its high heat capacities and their heat losses from evaporation make the process 

of regeneration energy intensive and costly which stops its use in the long run.  

Amine/Ammonia + CO2+ H2O                   Ammonium Carbonate/Ammonium Bicarbonate 

 (Eq. 1.1) 

 

Scheme 1.1 Schematic representation of primary and secondary amine reacting with CO2 

in presence of water and formation of bicarbonates.4 

Amines and polyamines on solid supports have been proposed to lower energy 

costs.46 The studies reported so far on sorbents for DAC of CO2 have focused on the use 

of solid-supported amine materials.47, 48 The interaction between the sorbate (CO2) and 

the sorbent (supported amine materials) is the chemisorption and it involves a chemical 

reaction between CO2 and the amines, creating strong bonds and allowing significant 

uptakes even at low CO2 partial pressures (Scheme 1.1). The associated heat of sorption 

and the selectivity toward CO2 are higher for physical sorbents and this makes 

organic−inorganic hybrid materials based on amines highly suitable for direct air 
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capture.35 The mechanism of CO2−amine reaction under anhydrous conditions was 

explained by Caplow and Danckwerts and this mechanism requires one CO2 molecule and 

two primary (Eq. 1.2) or secondary amine moieties (Eq. 1.3) to give an ammonium 

carbamate.  

CO2 + 2RNH2                           RNH3+ + RNHCOO-       (Eq. 1.2)  

  CO2 + 2R1R2NH                           R1R2NH2+ + R1R2NCOO-      (Eq. 1.3) 

The amine-containing sorbents can be divided into three classes: (i) class 1 

sorbents, prepared by impregnating amines into the pores of  support, (ii) class 2 

sorbents, consisting of amines covalently bonded to the walls of porous materials, and 

(iii) class 3 sorbents, where amine monomers have been polymerized in situ, resulting in 

polyamine structures bound to the walls. 49, 50 Jafari et al. reported a series of highly 

hydrophobic porous organic polymers of poly divinylbenzene (PDVB) with amine 

modification vinyl imidazole (VI) and vinyl triazole (VT) resulting in PDVB-VI and PDVB-

VT adsorbents.51  They observed maximum CO2 adsorption of 2.65 mmoleg-1 at 273 K/1 

bar, for triazole-based adsorbent (PDVB-VT) with 0.7 g of VT. Theoretical modeling 

confirmed the active site is nitrogen on the imidazole/triazole ring and that 

incorporation of VT into the polymeric networks enhanced the adsorptive properties 

better than vinyl imidazole (VI) due to more active sites. Alahmed et al. combined two 

approaches—electrostatic and covalent attachment—to maximize amine loading in 4,4′-

bis(chloromethyl)-1,1′-biphenyl (BCMBP)‐derived hypercrosslinked polymers (HCPs) in 

an attempt to increase CO2/N2 selectivity.52 Their study showed that decoration of the 

parent polymer with CO2-philic imidazole followed by electrostatic ammonium salt 

incorporation blocked some of the micropores reducing the selectivity which re-

emphasizes the role and importance of pore width for CO2/N2 selectivity. The area of 

research on amines as CO2 sorbent is so wide that a large number of reviews are available 

in this particular area.53-56 Two potentially attractive fields of application were identified 

for the CO2 capture on supported amine sorbents: (1) production of CO2 enriched air 

using low regeneration temperatures and (2) the production of pure CO2 at elevated 
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pressure.57 The latter option may be considered for geoengineering (via CCS) or for 

synthetic fuels from renewable energy and atmospheric CO2. 

1.1.2 Nitrogen doped materials for CO2 capture 

  Various carbon capture materials have been developed in the past few decades as 

a promising solution for reducing CO2 emissions. However, adsorbent materials that are 

tolerant to the humid condition of real flue gases are rare.58-60 Wang et al. obtained N-

rich porous material which showed excellent CO2 capture capacity (18.2 wt%) and 

CO2/N2 selectivity (45 at 273 K and 42 at 298 K).61 This showed higher activities for the 

conversion of pure CO2 or a mixture of gases (CO2:N2 = 15:85) into various cyclic 

carbonates than homogeneous catalysts under mild conditions, which demonstrated a 

synergistic effect of selective CO2 capture and conversion between a porous azo polymer 

and its supported metal catalyst.  

Kou et al. reported the application of nitrogen-doped porous carbons (NPCs) for 

CO2 capture.62 They used nitrogen-rich polymer NUT-1 (NUT represents Nanjing Tech 

University) as the precursor, for the first time, which on carbonization at temperatures 

ranging from 500 to 800⁰C yielded a series of NPCs possessing various porosity and 

nitrogen contents. The adsorption performance of NPCs is dependent on their pore 

structure and nitrogen doped "CO2-philic" sites. The optimum material NPC-1-600 

exhibits much higher adsorption capacity (7.5 mmolg−1 at 273 K and 1 bar,) than 

benchmark materials including 13X zeolite and activated carbon as well as most if not all 

reported carbon-based adsorbents. No visible loss of adsorption capacity was observed 

in the adsorption of CO2  even after seven cycles of adsorption. 

  Aminal-linked inorganic-organic hybrid nanoporous materials (HNMs) with 

cyclophosphazene moieties in the frameworks were synthesized through a Schiff base 

condensation by Raeesh et al., which could capture 18.9 wt% CO2 at 273 and 77 K.63 

Structure-thermodynamic-property relationships of cyanovinyl-based microporous 

polymer networks were explored by Yassin et al. for the future design of advanced carbon 

capture materials.64 Their study has shown that isosteric heats of CO2 adsorption are 

directly proportional to the amount of their functional group. This was also supported by 
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the theoretical calculations which showed the increase of binding sites with the increase 

of Ph-C-C(CN)-Ph functionality in a network.  The influence of nitrogen moieties on CO2 

capture by polyaminal-based porous carbon was investigated by several groups. 65-70 

Nitrogen-rich porous polymers (NRPPs) derived from 4-bis-(2,4-diamino-1,3,5-

triazine)-benzene building block was prepared and tested for use in CO2 capture by 

Abdelmoaty et al. and they found that combination of high nitrogen content, -electron 

conjugated structure, and microporosity makes NRPPs very effective in CO2 uptake 

and capture.71 Walczak et al. illuminated the origin of the strong interaction between CO2 

and N-rich carbon materials prepared by molecular design and they also have shown the 

general possibility of CO2 molecular sieving with metal-free materials.72 Superiority of 

the N-doped carbon derived from polypyrrole in the development of CO2 capture from 

humid flue gases was confirmed by Wang et al.73  Selectivity in CO2 adsorption was 

fabricated by Song et al.74 from cross-linkable linear polyimides whereas the same was 

demonstrated by Principe et al.75 via melamine-resorcinol-formaldehyde xerogels.  

1.1.2.1 Nitrogen doped MOFs for CO2 capture 

Dooris et al. synthesized a series of metal-organic framework (MOF) materials 

using a range of metal centers (Co, Ni, and Zn) with the 1,4-bis(pyridin-4-yl)-1,2,4,5-

tetrazine (pytz) organic linker, in the presence of ammonium hexafluorosilicate.76 Three 

new MOF materials viz.  Zn-pytz(hydro) 1D chains, and Ni-pytz and Co-pytz isostructural 

1D Ladders, with embedded Lewis base functionalities, imparted by the nitrogen-rich 

ligand, has displayed an affinity for CO2. Co-pytz shows an uptake of 47.53 mg CO2/g of 

sorbent, which equates to 15 wt% based on available nitrogen sites within the structure, 

demonstrating the potential for carbon capture applications.  

In 2016 Wang et al. came up with a series of N-rich porous carbons derived from 

polyamine-incorporated metal-organic framework materials which displayed a high 

CO2-selective capture performance.77 Simulation studies by Forrest et al. have shown CO2 

sorption in an rht-metal-organic framework with 1,2,3-triazole groups.78 A combined 

experimental and computational investigation for remarkable gas/vapor sorption, 

selectivity, and affinity by a porous nitrogen-rich covalent organic framework (COF) was 

carried out by Das et al. through a triazine-based benzbis(imidazole)-bridged COF 
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(TBICOF) has been synthesized under polycondensation conditions.79 CO2 sorption is 

highly selective over N2 and CH4 because of very strong interactions between CO2 and 

triazine and benz-bis(imidazole)-functionalized pore walls of TBICOF as clearly evident 

from the isosteric heat of adsorption and ideal adsorbed solution theory calculation, 

which is higher than other reported functionalized MOFs or COFs. Computational studies 

based on density functional theory and grand canonical Monte Carlo molecular 

simulations further support the selectivity of CO2 (over N2 and CH4). MOFs and COFs- 

based CO2 capture is  one of the most developing areas of materials research in past few 

decades.80 

1.1.3 Amino acids  for CO2 capture 

Amino acids behave as base, neutral, or zwitterion depending on the pH 

values.81 Due to the similar functional group between amino acids and alkanolamines, 

the reaction mechanism of the amino acids can be considered as those of alkanolamines. 

Based on the reactions of amino acids with CO2, the base form of amino acids is the active 

form. Therefore, amino acids need to be deprotonated to react with CO2 at neutral pH.82, 

83 Some of the bases considered to neutralize amino acids are MEA, KOH, and NaOH. The 

deprotonation step is necessary in order to make the amine group reactive toward CO2.84, 

85  Amino acids are potential candidates for CO2 capture. Current studies mainly focus on 

the thermodynamic properties and kinetic reaction of amino acids with CO2. Along with 

the determination of the properties of the amino acids, the performance of several amino 

acids for CO2 capture in small-scale technologies has been studied. Amino acids’ 

performance is similar to or in some cases better than the conventional solvents. 

CO2 capture with a high concentration of amino acids and high CO2 loadings leads to 

precipitation of the amino acid or (bi) carbonates or a mixture of both.86 Following 

scheme 1.2 gives the CO2 by absorption with aqueous amino acids and carbonate 

crystallization as studied by Seipp et al. with  bis-iminoguanidine ligands (BIGs).87 
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Scheme 1.2  DAC of CO2  by absorption with aqueous amino acids and 

carbonate crystallization with BIGs.87  

1.1.4 Amino acid/ Guanidine related compounds as CO2 sorbents 

A bench-scale study on the direct air capture (DAC) process was carried out by 

Custelcean et al. comprising CO2 absorption with aqueous amino acid salts (i.e., 

potassium glycinate, potassium sarcosinate).88 The amino acids were regenerated by 

reaction with solid meta-benzene-bis(iminoguanidine) (mBBIG), resulting in 

crystallization of the hydrated m-BBIG carbonate salt, which on mild heating released 

CO2. Though first reported in 1898 by the German chemist Johannes Thiele,89 

iminoguanidines are grabbing more attention in the last two decades due to the studies 

by Custelcean et al. showing its high recognition abilities towards hydrophilic oxyanions 

through strong and complementary hydrogen bonding from the guanidinium groups.  

The same group has came up with the observation of using guanidine, an amino acid-

related compound as a potential CO2 sorbent.90, 91 An aqueous solution of 2,6-pyridine-

bis(iminoguanidine) (PyBIG) that was left open to ambient air for a few days led to the 

formation of large prism-shaped single crystals with an elemental composition 

consistent with the tetrahydrated carbonate salt of PyBIG (PyBIGH2(CO3)(H2O)4). Single-
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crystal X-ray diffraction analysis confirmed this composition. Custelcean et al. also 

patented guanidine compounds for carbon dioxide capture (US10583387B2).92 The 

guanidine like aminoacid related compounds are now being investigated for the CO2 

adsorption in CCS.  

In the area of CO2 capture and conversion with guanidine and related compounds, 

1,5,7-triazabicyclo[4.4.0]dec-5-ene (TBD) compound is widely studied for CO2 

interactions. In 2003, Barbarini et al. reported a comparative study of the catalytic 

efficiency of homogeneous guanidine 7-methyl-1,5,7-triazabicyclo[4.4.0]dec-5-ene 

(MTBD)  and heterogeneous MCM-41- TBD  in the cycloaddition of CO2 with epoxides. 

They concluded that reactions performed with heterogeneous catalyst are slower than 

that with homogeneous MTBD but show the great advantage that the catalyst can easily 

be recovered and reused for at least three further cycles.93 The reaction of TBD with CO2 

has been studied in different aspects by various groups. In the synthesis of cyclic 

carbonates by employing polyethylene glycol (PEG)-functionalized basic ionic liquids as 

an efficient and recyclable catalyst, Yang et al. proposed a mechanism where the 

secondary nitrogen of the TBD core reversibly coordinates with CO2 to afford the 

carbamic acid.94 This activated form of CO2 then interacts with the epoxide through 

hydrogen bonding, resulting in epoxide activation. In 2013, Wei-Li et al. reported a series 

of functional guanidinium-based ionic liquids (FGBILs) that contain both Lewis acid and 

basic sites. They used these compounds as catalysts for the synthesis of cyclic carbonates 

through the cycloaddition of CO2 to epoxides in the absence of any co-catalyst or 

solvent.95 In 2013, Wang et al. reported TBD -mediated carboxylation of acetylene and 

alkynes using CO2.96 They proposed a reaction mechanism in which acetylene 

carboxylation was initiated by the formation of the TBD–CO2 adduct, which subsequently 

undergoes nucleophilic addition of acetylene to afford the propiolate TBD salt. The 

authors concluded that although TBD-mediated CO2 additions to alcohols and amines 

have been reported previously, the TBD-mediated carboxylation of acetylene was 

reported for the first time under conditions that are free of transition metals, inorganic 

salts, and organometallic reagents. Depending on the alkyne substituent, the reactions 

also proceed without the use of any solvent. Nicholls et al. reported that while cyclic 
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guanidines TBD and MTBD form stable and detectable complexes with CO2,  guanidine 

TMG  and tertiary amines (TEA and DABCO) do not.97 Villiers et al. have synthesized and 

characterized the isolated nitrogen-base–CO2 adduct, TDB-CO2 including its X-ray crystal 

structure, and suggested that this species could enable the activation of CO2 for catalytic 

conversion into high-value chemicals.98 The X-ray diffraction analysis and theoretical 

calculations showed the zwitterionic nature of TBD-CO2, with a N–C(CO2) distance of 1.48 

A˚. The TBD-CO2 adduct was readily transformed into the bicarbonate salt [TBDH+ 

][HCO3-] in the presence of water, either in the solid state in the air or in solution in wet 

solvents. Concurrently Ma et al. described a theoretical study on the mechanism of the 

reaction of propylene glycol with CO2 catalyzed by TBD by using DFT at the B3LYP/6-

311++G(d,p) level. Through analyzing the optimized structures and energy profiles along 

the reaction pathways, the propylene glycol-activated route was identified as most 

likely.99 

Pérez et al. suggested that CO2 is nucleophilically activated by 1,8-

diazabicyclo[5.4.0]undec-7-ene (DBU) forming a DBU-CO2 zwitterionic carbamate 

complex.100, 101 Simultaneously, Jessop et al. reported that the reaction between DBU and 

CO2 only forms the DBU bicarbonate salt [DBUH+] [HCO3-] in the presence of water, and 

there is no reaction in the absence of water.102 González et al. suggested that carbamate 

formation is favored in dry DBN but in the presence of water, decomposition occurs into 

the bicarbonate.103 They also reported a study of CO2 fixation – activation by the 

guanidines, TBD and tetramethylguanidine (TMG) which discussed the nature of the 

guanidine-CO2 complexes and the CO2 fixation and release by these guanidines.104 These 

guanidines formed bicarbonates presumably via the preceding formation of water-

solvated carbamic intermediates. CO2 fixation with both TBD and TMG was a kinetically 

reversible process. The corresponding fixation products were shown to be useful as 

transcarboxylating agents, and this behavior mimics a transcarboxylase activity. TBD-

CO2 products display interesting thermal stability with CO2 release occurring at 

moderated temperatures. This could be useful for the selective separation of CO2 from 

complex gas mixtures by TBD or TBD-related compounds. In 2010, Prasetyanto et al. 

synthesized melamine tri-silsesquioxane (TBTS) bridged periodic mesoporous 

organosilica and investigated this hybrid organic-inorganic material as a catalyst for the 
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CO2 activation in the coupling of propylene oxide with CO2.105 Rether et al. showed the 

formation of stable dimers of guanidinium based zwitterion in both solid as well as in 

solution.106 They also explained the importance of the planar arrangement of the 

zwitterion fragments in the dimerization, as head-to-tail dimers assisted via a network 

of six hydrogen bonds, which was confirmed by X-ray crystallography.  

Very recently Lukas et al. reported the first photoswitchable nitrogen superbases 

based on guanidines equipped with a photochromic dithienylethene unit.107 Through 

multiple cycles they have shown that these N-heterocyclic imines (NHIs) undergo 

reversible, near quantitative electrocyclic isomerization upon successive exposure to UV 

and visible irradiation. This photoswitching between the ring-opened and ring-closed 

states is associated with a substantial pKa shift of the NHIs by up to 8.7 units and only the 

ring-closed isomers are sufficiently basic to activate CO2 via the formation of zwitterionic 

Lewis base adducts. Thus the cycling between the two isomeric states enables the light-

controlled capture and release of CO2. 

1.1.5 Carbonaceous materials for CO2 capture 

Besides the amine scrubbing,27, 28 contemporary research on CO2 capture focuses 

on dry adsorption systems using dry adsorbents. Adsorption is a separation technology 

with the potential to reduce the cost of PCC.108 The process of capturing CO2 using a dry 

adsorbent involves selective separation of CO2 based on gas–solid interactions. In 

general, universal dry adsorbents such as activated carbons and molecular sieves are 

used in packed columns.109 Though metal-organic frameworks (MOFs) have emerged as 

solid CO2 adsorbent materials due to their tunable chemical and physical properties, still 

there is a growing interest in metal-free carbon-based materials for gas adsorption.110-

113 Carbon-based nanomaterials such as fullerene, carbon nanotubes, graphene,  and 

hetero-fullerenes114 offer excellent thermal and chemical stability as CO2 adsorbents.69, 

115, 116 Fullerenes, the class of hollow-spherical molecules comprising only C atoms 

varying in number,117 exhibit low reduction potentials, and strong electron acceptor 

properties.118, 119 Zhang et al. have shown that the inner cavities of many fullerenes and 

carbon nanotubes are regions of positive electrostatic potential, and are electron-
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withdrawing in character.120 Many  theoretical121, 122  and experimental123-125  studies 

have been carried out on endohedral126-128  as well as exohedral117, 129 modifications on 

the fullerene cage. In the case of endohedral fullerenes, the encapsulated species 

influence the reactivity. Apart from these endohedral modifications on fullerenes the 

exohedral changes also have an influence on the chemical reactivity and properties of the 

C60 cage.130, 131 Their electronic properties such as the complexation energy, ionization 

potentials, and the stability concerning internal electron transfer can be determined by 

the electrostatic potential at the cage center.132 

Fullerene-based systems have been used as adsorbents for various gases. B. Gao 

et al.133  studied CO2 adsorption on calcium decorated C60 fullerene and F. Gao et 

al.134 studied O2 adsorption on nitrogen-doped fullerene. Sun et al.115  predicted 

enhanced CO2 adsorption on 1e−- and 2e−-charged boron nitride sheets and nanotubes, 

which show very little chemical affinity towards CO2 in their neutral state. They 

also showed that chemical interactions between boron–carbon nanotubes (B2CNT) and 

CO2 can be enhanced by introducing extra electrons to the system.135 They explained that 

the enhanced interactions are due to the Lewis acidity of CO2, which prefers to accept 

electrons. Further, Jiao et al. proved the enhanced interaction of CO2 with adsorbent 

materials by electron injection.136 de Silva et al. investigated the CO2 adsorption on 

BC59 fullerene in both the neutral and the 1e−-charged states.137 They showed that the 

negatively charged BC59 fullerene exhibits a stronger interaction with CO2 than the 

neutral BC59 fullerene. For neutral BC59 fullerene, the interaction with the CO2 molecule 

was physical which changed to a substantial chemical interaction with CO2 in the case of 

charged BC59. In 2016 Ralser et al. have shown, both experimentally and theoretically, 

that the adsorption of CO2 is sensitive to charge on a capturing carbonaceous surface 

model.138 Very recently Wang et al. proposed a design of the graphene/ionic liquid (GIL) 

composite materials for gas separation by opening up the interlayer space between 

graphene sheets by intercalated ions of different sizes.139 Their density functional theory 

(DFT) and Monte Carlo simulations suggested a new strategy to achieve tunable pore 

sizes via the graphene/IL composites for highly selective CO2/N2 and 

CO2/CH4 adsorption. 
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1.2 Fullerene chemistry 

A significant transfiguration to the chemistry of carbon has taken place in 1958 

with the discovery of fullerenes by Curl, Kroto, and Smalley.140, 141 The class of hollow-

spherical molecules comprising only C atoms varying in number as 24, 28, 32, 36, 50, 60, 

70, 72, 76, 84, etc. are known as fullerenes.117 The most common one among these is C60,  

which has the truncated-icosahedral shape with the 60 sp2 hybridized carbon atoms 

arranged in 12 pentagons and 20 hexagons. The all-carbon molecule C60 has the same 

configuration as that of a soccer ball is known as buckminsterfullerene, or just fullerene, 

due to its resemblance to the geodesic dome designed by visionary architect Buckminster 

Fuller. This molecular form of the element carbon can be manipulated and functionalized 

by a wide range of techniques to generate various derivatives of fullerenes. The synthesis, 

characterization, and study of reactivity of fullerenes and their derivatives have been 

discussed for the past three decades. The fascinating physical and chemical properties 

exhibited by fullerenes and their derivatives provide great potential in both experimental 

as well as theoretical fields.  

Fullerenes are valuable spherical molecules that exhibit low reduction potentials 

and strong electron acceptor properties.118, 119 Zhang et al. have shown that it is the 

electron-withdrawing cavity not the curvature of the fullerene or carbon nanotube that 

plays a dominant role in the formation of the large electrophilic regions on the molecular 

surface. The inner cavities of many fullerenes and carbon nanotubes are the regions of 

positive electrostatic potential and are electron-withdrawing in character. They 

successfully used the important role of the large electrophilic regions of fullerenes to 

explain some experimental observations in crystal engineering.120 Shortly after the 

discovery of fullerenes, many chemical modifications of fullerenes were developed. Some 

of the important fullerene species are exohedral-, endohedral- and hetero-fullerenes.117, 

129, 142 Both theoretical and experimental studies on endohedral as well as exohedral 

modifications on the fullerene cage have been done to generate the new materials of 

interest.121-125, 143, 144  
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1.2.1 Endohedral fullerenes 

Endohedral fullerene (EF) is one of the most studied fields of fullerenes, which are 

formed by encapsulating atoms, ions, and small molecules into the cavity inside the 

spherical molecules. These are stable under ambient conditions, show electronic 

structures basically different from those of the parent empty cages, and are able to 

encapsulate metals with magnetic or radioactive properties thus they find many 

applications in the fields of materials science and biomedical applications. 126-128, 143 The 

computational studies by Cioslowski and colleagues on EFs using the Hartree-Fock 

method employing the 4-31G basis set for the cage molecule and double zeta polarised 

(DZP) basis set for the guest species have created significant interest among the 

theoretical community to unravel the chemistry of EFs, which showed that upon 

encapsulation of atoms, ions, and molecules, there are no changes in the structure of 

C60.145 Ravinder and Subramanian studied the endohedral complexes of different anions 

such as F‾, Cl‾, and Br‾ with C30, C32, C34, C36, C60, and C70 molecules using B3LYP/6-311+G* 

method and also the structure and stability of OH and CN inside the C60 and C70.146 The 

effect of spatial confinement on water clusters by encapsulating them in a fullerene cage 

have been investigated by Ramachandran and Sathyamurthy using MP2/6-31G 

calculation and found that water clusters adopt structures significantly different from 

those in the gas phase. Due to the pressure effect introduced by the C60 cage, the hydrogen 

bonds are not intact in the endohedral complex.147 Sathyamurthy and co-workers have 

studied the spatial effect on the vibrational spectra for the HF, H2O, NH3, and CH4 

encapsulated fullerenes and found that the vibrational modes of these small molecules 

exhibit a blue shift in X–H stretching frequency due to structural and electronic 

confinement.148  

A detailed investigation of the electronic and structural properties of M@C60 

(where M = H2O, Li+, Na+, K+, Be2+, Mg2+, and Ca2+) using quantum chemical calculations 

at the DFT/B3LYP/6-31G** level was carried out by Oliveira and Gonçalves.  The energy 

gap calculated for the EFs based on the HOMO and LUMO energy difference is less than 

that of pure C60.149 A large number of studies have been done on the influence of the 

reactivity of EFs, by the ions encapsulated by them.  The tuning of exohedral reactivity of 
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fullerenes by the encapsulation of ions inside the cage is highly important in the 

preparation of new species having different electronic/optical properties. Diels Alder 

(DA) reactions between 1,3- cyclohexadiene and ion-encapsulated fullerenes of the type 

M@C60 (M = Li+, Na +, K+, Cl‾ ) were studied by García-Rodeja et al. and found that the 

reaction proceeds concertedly via highly synchronous transition states, and thus 

resemble the corresponding process involving the parent C60 fullerene. A clear 

enhancement towards the DA reactions is found for those systems having an endohedral 

cation, whereas the behavior of those with anionic compounds is the opposite.150 EFs 

with nitrogen151 or phosphorus152 atoms encaged in C60 or C70 cage was first 

accomplished by Weidinger et al. by bombarding C60 with nitrogen ions from a 

conventional plasma discharge ion source which was carried out in a vacuum of 10–

5 mbar. Similarly, N@C70, N2@C70, and P@C60 were also synthesized using the ion 

implantation method. 153,154 

1.2.2 Exohedral modifications on fullerenes 

Apart from these endohedral modifications on fullerenes the exohedral changes 

also have an influence on the chemical reactivity and properties of the C60 cage (Figure 

1.6). The most important and most versatile of all species of fullerenes is exohedral 

fullerenes, which are molecules formed by a chemical reaction between fullerenes and 

other chemical groups. Anion−π interactions on fullerenes22, 130 for the use of fullerenes 

in catalysis have been explored by Lo´pez-Andarias et al. wherein the interaction with 

enolate was studied.155, 156 Exohedral modifications on the fullerene unit has found to 

have an influence on the stabilization of anionic transition states and the 

enantioselectivity as well. Matile et al. have shown that the molecular electrostatic 

potential (MESP) surface of C60 is overall positive with highly localized areas of positive 

potential, a bit like the dimples on a golf ball.157 These π holes suggested that anion−π 

catalysis on fullerenes could occur with unique selectivities.158 Nakamura et al. have 

shown that the pentamethyl[60]fullerene halides are useful for the synthesis of a variety 

of η5-fullerene metal complexes.159, 160 Such fullerene modifications are known as 

pseudofullerenes.  
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Figure 1.6 Overview of synthesis paths for exohedral metal fullerene complexes.161 

1.2.3 Fullerenes in organometallic chemistry 

 The ability of the double bond in C60 to act as an isolated moiety was first 

demonstrated by Hawkins et al. with the one-to-one C60-osmium tetroxide adduct 

C60(OsO4)(4-tert-butylpyridine)2.162 Afterwards complexes of Pt(0)163, 164, Ir(1)165, 166, 

Pd(1)167-169 with C60 as a ligand connected in η2 format to the metal centre. Formation of 

Fe fullerides from the reaction of Fe(CO)5 and C60 was reported by Rao et al.in 1992.170 

Later Baird et al. showed that reactions of the carbonylate salts A[Mn(CO)5], A[Co(CO)4], 

and A[Re(CO)5] (A = Na, bis(triphenylphosphoranylidene)ammonium (PPN) ) with C60 in 

THF results in electron transfer to give [C60]– and the metal-centered radicals Mn(CO)5, 

Co(CO)4, and Re(CO)5, respectively. Coupling of the latter with [C60]– then gives the 

anionic complexes A[Mn(CO)4(η2-C60)], which are unusually stable because of enhanced 

back-bonding.171, 172 Alvarez et al. studied the co-ordination of buckminsterfullerene as 
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well as that of corannulene bucky bowls to the metal fragments. Though C60 and 

corannulene have very similar structural features, their preferences for metal complex 

coordination are completely different. The buckminsterfullerene C60 coordinates to a 

variety of mononuclear metal complexes through two carbon atoms (η2), while 

corannulenes prefer η6 coordination.173 Being a polyolefin, fullerene moiety (neutral 

ligand) can interact in η², η3, η4,  η⁵, or η⁶ fashion with the metallic fragment. In the η⁵/η6 

coordination, it acts as a 6-electron donor, similar to cyclopentadienyl anion (anionic 

ligand)/ phenyl ligand (neutral ligand)  with the transition metal fragment to form 

organometallic complexes. The C60 fullerene has been reported as a η2–type ligand for 

several transition metal complexes whereas other possible coordination modes such as 

η3, η4, η5, and η6 have been rarely observed. Although the literature shows evidence for 

the formation of η5/η6- fullerene – organometallic complexes, a synthetically viable 

strategy for promoting such a coordination behavior is available only for pseudo 

fullerenes. Chemists have achieved disruption in the 60- electron conjugation by 

saturating five  positions around a 5-membered ring of C60. The area of fullerene is still 

flourishing ever since the Nobel prize-winning discovery by Kroto et al. on this 

magnificent molecule.140, 141  
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Part B: Computational Chemistry Methods  

 

1.3 An overview of computational chemistry 

Chemistry deals with the science of construction, transformation and properties of 

molecules. Theoretical chemistry is an important area in chemistry where mathematical 

methods are combined with fundamental laws of physics to study processes of chemical 

relevance.174-176 Computational chemistry, also called molecular modeling is rapidly 

emerging as a subfield of theoretical chemistry, has its roots in the late 19th century and 

in the first part of the 20th century. This incorporates a set of techniques for investigating 

chemical problems on a computer. It does not replace experiment, which remains the 

final arbiter of truth. However, computation has become so reliable in some respects that, 

more and more, scientists in general are employing it before embarking on an 

experimental project. Ever since its advent, computational chemistry has grown to the 

state it is today and became popular being immensely benefited from the tremendous 

improvements in computer hardware and software during the last several decades.177 

Computational chemistry appears to be the pinnacle of the view that chemistry is best 

understood as the manifestation of the behaviour of atoms and molecules, and that these 

are real entities rather than merely convenient intellectual models.178 It is about 

simulating the behaviour of real physical entities with the aid of intellectual models using 

mathematical calculations based on the fundamental laws. Quantum mechanics based on 

Schrödinger equation and classical mechanics based on Newton’s equation of motion are 

the two basic theories in computational chemistry. With high computing power using 

parallel or grid computing facilities and with faster and efficient numerical algorithms, 

computational chemistry can be very effectively used to solve complex chemical and 

biological problems.  

The major computational investigations are: 

 Molecular geometry optimization from an empirical input: the shapes of molecules – 

bond lengths, angles and dihedrals   
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 Bond energies, reaction energies, reaction pathway and all thermodynamic 

properties 

 Energies of molecules and transition states: this tells us which isomer is favoured at 

equilibrium, and how fast a reaction should go.  

 The interaction of a substrate with an enzyme: seeing how a molecule fits into the 

active site of an enzyme is one approach to designing better drugs. 

 Molecular orbitals 

 Atomic charges and electrostatic potential 

 Vibrational frequencies- Infrared (IR) and Raman  

 Ultraviolet–visible (UV), nuclear magnetic resonance (NMR) and circular dichroism 

(CD) spectra can be calculated, even if the molecule is unknown and someone trying 

to make it knows what to look for  

 Magnetic properties 

 Polarizabilities and hyper polarizabilities 

 Properties viz. the ionization potential, electron affinity, proton affinity, etc. 

 Modelling the excited states 

 The physical properties of substances: these depend on the properties of individual 

molecules and on how the molecules interact in the bulk material and so on  

In studying these questions computational chemists have a set of tools/methods 

ranging from highly accurate ones feasible only for small systems to very approximate 

methods for larger systems available belong to five broad classes: ab initio quantum 

chemical methods, semi empirical methods, density functional theory, molecular 

mechanics, and molecular dynamics. The selection of the method depends on the nature 

of system and the required accuracy. As the name indicates ab initio (Latin term for ''from 

the beginning'') methods solve the Schrödinger equation through computations derived 

directly from theoretical principles and using universal constants viz. the speed of light, 

the masses and charges of electrons and nuclei, Planck’s constant and so on with no 

inclusion of empirical data. Density functional theory derives the electron distribution 

(electron density function) directly and uses electron density as a functional to find the 

total energy of a system.  
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Semiempirical methods are similar to ab initio but more approximations are made 

in solving it and experimental values are used to find approximate solutions 

(parameterization) of the Schrödinger equation. It is based on quantum mechanics, by 

neglecting all integrals involving more than two nuclei in the construction of the Fock 

matrix.179, 180 These calculations are basically derived from the HF model but use many 

approximations based on empirical data and were useful in the earlier days, when 

execution of HF calculations without any further approximations was hard to perform 

with the minimal computational facilities. The cost of performing an HF calculation arises 

from the number of two-electron integrals necessary for constructing the Fock matrix.181 

Semiempirical methods reduced the computational cost (the N4 complexity in HF 

calculation typically reduced to N2) by reducing the number of these integrals. Generally, 

the entire core (the nucleus and core electrons) of atoms is replaced by a parameterized 

function and to compensate for the errors caused by these approximations, empirical 

parameters are introduced into the remaining integrals and calibrated against reliable 

experimental or theoretical reference data.  

Molecular mechanics (MM) methods also known as Force field methods are based 

on a rather simple mathematical model where molecules are described by a “ball and 

spring” model in force field methods, with atoms having different sizes and “softness” 

and bonds having different lengths and “stiffness”.182-185 MM uses the classical laws of 

physics to predict the structure and energy of a molecule ignoring the electronic motion, 

where atoms are considered as individual particles but not the electrons. Hence the 

potential energy of a molecule is expressed in terms of bond stretching, angle bending, 

dihedral angles and non-bonded interactions, as 

EMM = Estr + Ebend + Etors + Evdw + Eel + Ecross                  (Eq.1.4) 

Estr is the energy function for stretching a bond between two atoms, Ebend represents the 

energy required for bending an angle, Etors is the torsional energy for rotation around a 

bond, Evdw and Eel describe the non-bonded atom–atom interactions, and finally Ecross 

describes coupling between the first three terms.  
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Molecular dynamics (MD) applies Newton’s laws of motion to the molecules.186 MD 

techniques can be used to predict thermodynamic, structural and dynamic properties of 

the molecule such as diffusion coefficients, correlation functions, vibrational motions, 

and radial distribution etc. The energy of a system at a fixed time is obtained by 

incorporating the molecular mechanics force field. In addition to these hybrid quantum 

mechanics/molecular mechanics (QM/MM) method is also developed based on different 

theories and approximations in the classical and quantum mechanical domains. 

1.3.1 Ab initio quantum chemistry methods 

 Similar to any other quantum chemical method, the essence of ab initio 

calculations also rests on solving the Schrödinger equation.187 This is an approximate 

quantum mechanical calculation where all the computations are derived directly from 

theoretical principles without any inclusion of experimental data. Here all the 

approximations are usually mathematical approximations, such as using a simpler 

functional form for a function or finding an approximate solution to a differential 

equation.  

The quantum mechanical description of molecules is in terms of the electrons, 

nuclei and their interactions and molecular geometry is in terms of their minimum 

energy arrangement.  The non-relativistic time-independent Schrödinger equation188 for 

such a system in its simplest form is: 

𝐻Ψ =  𝐸Ψ                                                      (Eq. 1.5) 

where H is the Hamiltonian operator, Ψ is the many-electron wave function and E is the 

energy eigenvalue of the system. The Hamiltonian operator for a many-body system of N 

electrons and M nuclei can be written as: 
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     (Eq. 1.6) 

The first and second term accounts for electronic and nuclear kinetic energy (KE) 

operators. The third term is the potential energy operator representing the coulombic 
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attraction between electrons and nuclei. The fourth and fifth terms are the potential 

energy operators corresponding to electron-electron, and nuclear-nuclear repulsions 

respectively. RA and ri are the position vector of nuclei and electrons, riA is the distance 

between ith electron and Ath nucleus, rij is the distance between ith and jth electrons and 

RAB is the distance between Ath and Bth nucleus. MA is the ratio of mass of the nucleus to 

the mass of the electron and ZA is the atomic number.   

The major computational effort of ab initio calculations is in solving the electronic 

Schrödinger equation for a given set of nuclear coordinates. The exact solution for 

Schrödinger equation is only possible for hydrogen atom and for all other systems, 

approximations are necessary to get qualitatively correct solutions to the many-body 

Schrödinger equation.  The most essential part of solving the Schrödinger equation is the 

Born-Oppenheimer (BO)189 approximation where the coupling between the nuclei and 

electronic motion is neglected. According to BO approximation the nuclei being much 

heavier and move much slower than the electrons the nuclear motion could be neglected. 

Thus electronic part is solved with the nuclear positions as parameters to obtain 

potential energy surface (PES). With this approximation that the electrons in a molecule 

are moving in the field of static nuclei, the second term (KE of nuclei) in (Eq. 1.6) becomes 

zero, and the last term (repulsion between the nuclei) becomes a constant. The remaining 

electronic Hamiltonian describing the motion of N electrons in the field of M point 

charges is given by, 
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 (Eq. 1.7) 

The Schrödinger equation corresponding to the electronic Hamiltonian can be 

written as: 

𝐻elecΦelec({𝐫𝑖} ; {𝐑𝐴}) = 𝐸elecΦelec({𝐫𝑖} ; {𝐑𝐴}) (Eq. 1.8) 

where, ri and RA accounts for the position of electrons and nuclei respectively.  The 

solution to Eq. 1.8 gives the electronic wave function which describes the motion of 

electrons and depends explicitly on the electronic coordinates and parametrically on the 
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nuclear coordinates. BO approximation could effectively separate electronic and nuclear 

Hamiltonians and their corresponding wave functions. Thus the molecular wavefunction 

can be represented as the product of electronic and nuclear counterparts:  

Ψ({𝐫𝑖} ; {𝐑𝐴}) = Φelec({𝐫𝑖} ; {𝐑𝐴})Φnucl({𝐑𝐴}) 
(Eq. 1.9) 

Once the wave function Ψ is known from the Schrödinger equation, any 

experimental observable can be computed with appropriate operator. The main 

applications of ab initio method are calculating molecular geometries, energies, 

vibrational frequencies, spectra, ionization potentials and electron affinities, and 

properties like dipole moments which are connected with electron distribution. Being a 

complete mathematical approximation, ab initio calculations can be performed for any 

kind of molecular system rather than only system for which empirical parameters are 

available. But the main disadvantage of ab initio method is its high computational cost. 

These are relatively slow calculations in comparison with other methods such as 

molecular mechanics, semiempirical calculations and density functional calculations. 

Also they require relatively more memory and disk space to be done effectively. 

1.3.1.1 Hartree-Fock approximation 

The simplest and common type of ab initio calculation is called a Hartree-Fock 

calculation (HF), in which the primary approximation is the central field or mean filed 

approximation.190, 191 This is an approximation for the determination of the wavefunction 

and the energy of a quantum many-body system in a stationary state. Here the coulombic 

electron-electron repulsion is taken into account by integrating the repulsion term. This 

gives the average effect of the repulsion, but not the explicit repulsion interaction.  One 

of the most important desirability of this method is that many-electron Schrodinger 

equation is fragmented into many simpler one-electron equations. Each one electron 

equation is solved to yield a single-electron wave function, called an orbital, and the 

energy, called an orbital energy. The orbital describes the behaviour of an electron in the 

net field of all the other electrons (central field or mean field). Thus the total Hamiltonian 
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(H) of a many-electron system can be represented as the sum of single electron 

Hamiltonian (h), 

𝐻 =  ∑ ℎ(𝑖)

𝑁

𝑖=1

 (Eq. 1.10) 

Here, h(i) corresponds to the operator describing the kinetic and potential 

energies of electron i. A set of eigenfunctions, represented as spin orbitals, j  can  be 

proposed for h(i).   

ℎ(𝑖)
𝑗
(𝐱𝑖) = Ɛ𝑗 𝑗

(𝐱𝑖)              (Eq. 1.11) 

Then the corresponding many-electron wave function can be written as the 

product of individual spin orbital wave functions and is called the Hartree Product (HP), 

given by, 

ΨHP  (𝐱1,𝐱2, … . , 𝐱𝑁) = 𝜒𝑖(𝐱1)𝜒𝑗(𝐱2) … . . 𝜒𝑁(𝐱𝑁)          (Eq. 1.12) 

Electrons being the indistinguishable fermions (particles with a spin of 1/2) their 

overall wave function must be antisymmetric. This can be achieved conveniently by 

arranging these orbitals in the form of Slater determinant.189 Slater determinant for an 

N-electron wave function can be written as:  

Ψ(𝒙1, 𝒙2, … , 𝒙𝑁) =
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(Eq. 1.13) 

The best set of orbitals is determined by the variational principle, i.e. the HF 

orbitals give the lowest energy within the restriction of the wave function being a single 

Slater determinant and this calculated approximate energy is equal to or greater than the 

exact energy. The shape of a given molecular orbital describes the probability of finding 

an electron, where the attraction to all the nuclei and the average repulsion to all the 
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other electrons are included. Since the other electrons are described by their respective 

orbitals, the HF equations depend on their own solutions, and must therefore be solved 

iteratively. When the molecular orbitals are expanded in a basis set, the resulting 

equations can be written as a matrix eigenvalue problem.  

FC = SCε                                                                      (Eq. 1.14) 

where F is the Fock matrix, C is a square matrix of expansion coefficients, S is the overlap 

matrix of the basis functions and ε is the diagonal matrix of orbital energies, εi. Fock 

matrix, F is the matrix representation of the one-electron operator, called the Fock 

operator, f(i), defined as: 
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(Eq. 1.15) 

The term VHF(i) is the average potential experienced by the ith electron due to the 

remaining electrons known as Hartree–Fock potential.  It can be written as: 

𝑉HF(𝑖)  = ∑ ∑ (𝐽𝑖𝑗 − 𝐾𝑖𝑗)

𝑁
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          (Eq. 1.16) 
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where the Coulomb operator Jij represents the Coulombic repulsion between the 

electrons, and the exchange operator Kij denotes the quantum correlation due to Pauli 

exclusion principle. 

Since the electron repulsion is treated in an average way in HF approximation, the 

complicated many-electron problem is simplified as a one-electron problem. The 

Hartree-Fock potential VHF(i), or the field experienced by the ith electron depends on the 
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spin orbitals of the remaining electrons. i.e., the Fock operator depends on its 

eigenfunctions. Thus the Hartree-Fock equation is nonlinear and must be solved 

iteratively. The iterative procedure for solving the non-linear HF equation by repeated 

diagonalizations of a Fock matrix is called self-consistent-field (SCF) method (Figure 1.7). 

For that, an initial guess at the spin orbitals is made to get the average fields to solve the 

eigenvalue equation for a new set of spin orbitals. The new spin orbitals will give new 

fields and the procedure is repeated until the spin orbitals of one cycle are essentially the 

same as those of the next cycle. These self-consistent spin orbitals are used to construct 

the HF wavefunction (in the form of Slater determinant). 

 

Figure 1.7 The SCF procedure for more accurate treatments. 

If the molecule has a singlet spin, then the same orbital spatial function can be 

used for both the alpha and beta spin electrons in each pair. This is called restricted 

Hartree-Fock (RHF) method.  To construct an HF wave function for a molecule with 
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unpaired electron (cases where the number of alpha and beta spin electrons are 

different). One technique is to use two completely separate sets of orbitals for the alpha 

and beta electrons. This method is called unrestricted Hartree-Fock (UHF) method. Here 

paired electrons will not have the same spatial distribution. This introduces an error into 

the calculation, called spin contamination. However, we use it since the error may be 

insignificant in many chemical systems. Another method is restricted open shell Hartree-

Fock (ROHF) method. Here the paired electrons share the same spatial orbital, there is 

no spin contamination. The restriction of identical spatial orbital is retained. But it needs 

relatively more CPU time to execute. ROHF is primarily used for cases where spin 

contamination is large if UHF is used. 

In this HF method effects arising from the deviations of mean/central field 

approximation, known as electron correlation, are completely neglected for the electrons 

of opposite spin, but are taken into account for electrons of parallel spin. Because of the 

mean/central field approximation, the energies from HF calculations are always greater 

than the exact energy and tend to a limiting value called the Hartree-Fock limit as the 

basis set is improved.  

1.3.1.2 Post Hartree-Fock methods  

HF method does not consider electron correlation instead average effect of 

electron repulsion (not the explicit electron-electron interaction) is taken into account 

which limits the accuracy of the method.192 Post Hartree-Fock methods are a set of 

electron correlation methods which go beyond SCF to add electron correlation more 

precisely. The correlation energy is defined as the difference between the energy in the 

Hartree-Fock limit (EHF) and the exact nonrelativistic energy of a system (ε0). 

𝐸𝑐𝑜𝑟𝑟 = 휀0 − 𝐸𝐻𝐹  (Eq. 1.19) 

The methods viz. configuration interaction (CI),193 multi-configurational self-

consistent field (MCSCF), Møller-Plesset perturbation theory (MPn, where n is the order 

of correlation), coupled cluster theory (CC),194 are examples of post HF methods. The post 

HF methods try to calculate the correlation energy as the difference between the exact 

ab initio energy and exact (complete basis) HF energy.  
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1.3.2 Density functional theory 

The foundations of density functional theory (DFT) lies in the fact that the energy 

of an electronic system can be defined using its electron density, ρ(r) rather than wave 

function which is used in Hartree-Fock theory.195-197 The wave function has  3N level 

dependence with the number of electron (N) and as the number of electron increases, the 

wave function becomes too complicated to work with. In DFT electron density, ρ(r) is a 

function of its many body wave function and the dependence is reduced to 3 spatial 

coordinates (or four, if the spin is included) regardless the value of N facilitates the 

application of DFT on systems with hundreds or even thousands of atoms. Also, electron 

density, when integrated over all space, gives the total number of electrons, N.  

𝑁 = ∫ 𝜌(𝐫)𝑑𝐫 (Eq. 1.20) 

The works by Thomas and Fermi in 1927, soon after the fundamental report of 

Schrödinger in 1926 has initiated the concept of DFT approach.198 However, it was after 

the work of Hohenberg, Kohn, and Sham in the 1960s that the widespread application of 

DFT became a reality.199, 200 DFT maintains a good balance between accuracy and 

computational cost and applies to larger systems with hundreds or even thousands of 

atoms. The 1998 Nobel Prize in Chemistry was shared by Walter Kohn, the founding 

father of DFT, and John Pople, who was instrumental in implementing DFT in 

computational chemistry. This has revealed significance of DFT in understanding the 

science of molecules and grabbed attention from various spheres of science. These days, 

a majority of electronic-structure calculations in physics and chemistry utilizes DFT, 

which includes the analysis of electrical, magnetic, and structural properties of 

materials.201, 202.  

 

1.3.2.1 Thomas-Fermi model 

The Thomas–Fermi (TF) model,203, 204 named after L. H. Thomas and E. Fermi, is a 

quantum mechanical theory for the electronic structure of many-body systems 

developed semi classically, shortly after the introduction of the Schrödinger equation, 

can be considered as a precursor to modern density functional theory. 53, 54 In 1927, 
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starting ftom the uniform electron gas concept, Thomas and Fermi, used fermion 

statistical mechanics to derive the kinetic energy of  a system where the energy is 

expressed as a function of the total electron density. 

𝑇TF[𝜌(𝐫)] =
3

10
(3𝜋2)2/3 ∫ 𝑑𝐫 𝜌5/3(𝐫)                 (Eq. 1.21) 

It is approximated that the KE of the electrons depends exclusively on the electron 

density. Thus, a total energy in terms of electron density can be obtained by adding the 

interaction between electron-nucleus and electron-electron as below: 
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𝑑𝐫1𝑑𝐫2 (Eq. 1.22) 

The second term corresponds to electron-nucleus interaction and the third term 

denotes the electron-electron interactions.  

The Thomas–Fermi equations, together with an assumed variational principle, 

represented the first effort to define a density functional theory (DFT); the energy is 

computed with no reference to a wave function. However, while these equations are of 

significant historical interest with an elegant mathematical derivation, it is not accurate 

enough for the practical application that they find no use in modern chemistry.  

1.3.2.2 Hohenberg-Kohn theorems 

In 1964 Hohenberg and Kohn proved two theorems critical to establishing DFT as 

a legitimate quantum chemical methodology.199 In the language of DFT, electrons interact 

with one another and with an ‘external potential’. The first theoerm known as the 

Hohenberg–Kohn existence theorem, has shown that the ground-state density 

determines the external potential (Vext) and thus the Hamiltonian, and thus the wave 

function. Also the Hamiltonian determines not just the  ground-state wave function, but 

all excited-state wave functions as well, so there is a tremendous amount of information 

coded in the density. The first theorem of Hohenberg and Kohn is an existence theorem 

and in a second theorem Hohenberg and Kohn showed that, also just as with MO theory, 

the density obeys a variational principle. Consequently, the ground state energy E is 
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uniquely determined variationally from the ground-state charge density: the density that 

minimizes the total energy is the exact ground state density. The ground state energy 

functional can be written as the sum of two terms: 

𝐸[𝜌(𝐫)] = ∫ 𝑉ext (𝐫)𝜌(𝐫)𝑑𝐫 + 𝐹[𝜌(𝐫)] (Eq. 1.23) 

The first term represents the interaction of the electrons with an external potential 

Vext(r) and F[ρ(r)] is the sum of the kinetic energy of the electrons and the contribution 

from the interelectronic interactions. The DFT equivalent of Schrödinger equation can be 

written as: 

(
𝛿𝐸[𝜌(𝐫)]

𝛿𝜌(𝐫)
)

𝑉ext

= 𝜇                   (Eq. 1.24) 

where μ is a Lagrangian multiplier which can be identified with the chemical potential 

for the electron for its nuclei.  

1.3.2.3 The Kohn-Sham equations 

Although the Hohenberg-Kohn theorems are extremely powerful, the final step is 

still solution of the Schrödinger equation, which is prohibitively difficult in most 

instances and thus do not offer a way of computing the ground-state density of a system 

in practice. The difficulty derives from the electron–electron interaction term in the 

correct Hamiltonian. Later in 1965, Kohn and Sham devised a simple method for carrying 

out DFT calculations, that retains the exact nature of DFT.200 Kohn and Sham realized that 

calculations would be considerably simpler if only the Hamiltonian operator were one 

for a non-interacting system of electrons. Starting with a fictitious system of non-

interacting electrons that have same overall ground-state density and then divide the 

energy functional into specific components to facilitate further analysis.  

𝐹[𝜌(𝐫)] = 𝐸KE[𝜌(𝐫)] + 𝐸H[𝜌(𝐫)] + 𝐸XC[𝜌(𝐫)]                       (Eq. 1.25) 
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The first term, EKE[ρ(r)], is defined as the kinetic energy of a system of non-

interacting electrons with the same density ρ(r) as the real system and is defined 

as 

𝐸KE[𝜌(𝐫)] = ∑ ∫ Ψ𝑖

𝑁

𝑖=1

(𝐫) (−
∇2

2
) Ψ𝑖(𝐫)𝑑𝐫 (Eq. 1.26) 

EH[ρ(r)], is the Hartree electrostatic energy or electron-electron coulombic energy and is 

given by,  

𝐸H[𝜌(𝐫)] =
1

2
∬

𝜌(𝐫1)𝜌(𝐫2)

|𝐫1 − 𝐫2|
𝑑𝐫1𝑑𝐫2                     (Eq. 1.27) 

The third term, EXC[ρ(r)] corresponds to the energy contributions from exchange and 

correlation. 

Combining Eq. 1.26 and Eq. 1.27 and adding electron-nuclear interaction leads to the full 

expression for the energy of an N-electron system within the Kohn-Sham scheme:  

𝐸[𝜌(𝐫)] = ∑ ∫ Ψ𝑖

𝑁

𝑖=1

(𝐫) (−
∇2

2
) Ψ𝑖(𝐫)𝑑𝐫 +

1

2
∬

𝜌(𝐫1)𝜌(𝐫2)

|𝐫1 − 𝐫2|
𝑑𝐫1𝑑𝐫2

+ 𝐸XC[𝜌(𝐫)] − ∑ ∫
𝑍𝐴

𝐫 − 𝐑𝐴

𝑀

𝐴=1

𝜌(𝐫)𝑑𝐫 

(Eq. 1.28) 

Here the exchange-correlation energy functional not only comprises of the 

contributions due to exchange and correlation but also a contribution due to the 

difference between the exact and non-interacting kinetic energy of the system. Kohn and 

Sham proposed that the electron density of the system can be written as the sum of the 

square moduli of a set of N one-electron orbitals: 

𝜌(𝐫) = ∑|𝜓𝑖(𝐫)|2

𝑁

𝑖=1

                     (Eq. 1.29) 
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Introducing Eq. 1.29 for electron density and applying the appropriate variational 

condition leads to the one-electron Kohn-Sham equation: 

{−
∇1

2

2
− (∑

𝑍𝐴

𝐫1𝐴

𝑀

𝐴=1

) + ∫
𝜌(𝐫2)

𝐫12
𝑑𝐫2 + 𝑉XC [𝐫1]} 𝜓𝑖(𝐫1) = ε𝑖𝜓𝑖(𝐫1) (Eq. 1.30) 

where εi represent the orbital energies and VXC corresponds to the exchange-correlation 

potential which is related to the exchange-correlation energy by: 

VXC[𝐫] =
δ𝐸XC[𝜌(𝐫)]

δ𝜌(𝐫)
 (Eq. 1.31) 

A self-consistent approach is incorporated to solve the Kohn-Sham equations. An 

initial guess of the density in Eq. 1.30 will derive a set of orbitals, leading to an improved 

value of density, which is then employed in the second iteration and so on to attain the 

convergence.  

1.3.2.4 Exchange-correlation functionals 

In principle Exc not only accounts for the difference between the classical and 

quantum mechanical electron–electron repulsion, but it also includes the difference in 

kinetic energy between the fictitious non-interacting system and the real system. The 

exchange-correlation energy, EXC comprises an exchange term EX (associated with the 

interaction of electrons of the same spin) and a correlation term EC (associated with the 

interaction of electrons of opposite spin). The corresponding functionals are exchange 

functional and correlation functional: 

𝐸XC[𝜌(𝐫)] = 𝐸X[𝜌(𝐫)] + 𝐸C[𝜌(𝐫)] (Eq. 1.32) 

The functional dependence of Exc on the electron density is expressed as an 

interaction between the electron density and an ‘energy density’ εxc that is dependent on 

the electron density, viz.  

𝐸XC[𝜌(𝐫)] = ∫ 𝜌(𝐫) 휀xc[𝜌(𝐫)]𝑑𝐫 (Eq. 1.33) 
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εxc is the sum of individual exchange and correlation contributions. The electron density 

is a per unit volume density whereas the energy density is a per particle density, within 

this formalism the Slater exchange energy density is: 

휀x[𝜌(𝐫)] = −
9𝛼

8
(

3

𝜋
)

1
3

𝜌
1
3(𝐫)                             (Eq. 1.34) 

Kohn-Sham DFT is formally accurate and describes the ground state properties. 

But it does not lead to the exact form of exchange-correlation functional VXC. Several 

approximations such as (i) Local density approximation (LDA) (ii) Generalized gradient 

approximation (GGA) (iii) meta-GGA and, (iv) Hybrid functionals have been designed by 

modifying the exchange-correlation potential for the practical applications of DFT.  

1.3.2.4.1 Local density approximation (LDA) 

Local density approximation (LDA), based on the uniform electron gas, is the 

simplest approximation for the exchange-correlation functional and is the basis for all 

approximate exchange-correlation functional. The term LDA was originally used to 

indicate any density functional theory where the value of Exc at some position r could be 

computed exclusively from the value of ρ at that position, i.e., the ‘local’ value of ρ. In 

principle, then, the only requirement on ρ is that it be single-valued at every position, and 

it can otherwise be wildly ill-behaved.205 In LDA the number of electrons N as well as the 

volume V of the gas are considered to approach infinity, while the electron density attains 

a constant value everywhere and the the exchange function is can be represented as: 

𝐸X
LDA[𝜌(𝐫)] = −

3

4
(

3

𝜋
)

1
3

∫ 𝜌
4
3 (𝐫)𝑑𝐫 (Eq. 1.35) 

Systems including spin polarization (e.g., open-shell systems) must use the spin-

polarized formalism.  The local spin density approximation (LSDA) proposed by J.C. 

Slater, represents a more general application of LDA, which introduces spin densities into 

the functionals.206 The exchange functional in LSDA approach is given by:  
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𝐸𝑋
𝐿𝐷𝐴[𝜌(𝐫)] = −2

1
3⁄ (−

3

4
(

3

𝜋
)

1
3

) ∫ (𝜌𝛼

4
3(𝐫) + ∫ 𝜌𝛽

4
3 (𝐫)) 𝑑𝐫        (Eq. 1.36) 

where α and β represent spin up and down, respectively. 

In LSDA approximation applied to a molecule, invoking uniform electron gas 

theory doesn’t intend that the electron density of the molecule is a constant throughout 

space. Instead, it is an assumption that the exchange-correlation energy density at every 

position in space for the molecule is the same as it would be for the uniform electron gas 

having the same density as is found at that position.  

1.3.2.4.2 Generalized gradient approximation  (GGA) 

One best way to improve the correlation functional is to make it depend not only 

on the local value of the density, but on the extent to which the density is locally changing, 

i.e., the gradient of the density, ∇ρ(r). The first derivative of a function at a single position 

is a local property, so the more common term in modern nomenclature for functionals 

that depend on both the density and the gradient of the density is ‘gradient corrected’. 

Including a gradient correction defines the ‘generalized gradient approximation’ (GGA). 

𝐸XC[𝜌𝛼(𝐫), 𝜌𝛽(𝐫)] = ∫ 휀xc( 𝜌𝛼(𝐫), 𝜌𝛽(𝐫), ∇𝜌𝛼(𝐫)𝜌𝛽(𝐫))𝑑3𝐫 (Eq. 1.37) 

Generally, the GGA functionals are constructed by adding a correction term to the 

LDA functionals. The development of GGA methods is based on two main lines; one based 

on numerical fitting procedures proposed by Becke207 and a more rational-based one 

advocated by Perdew.208 

1.3.2.4.3 meta-GGA 

Higher order gradient or meta- GGA methods allow the exchange and correlation 

functionals to depend on higher order derivatives of the electron density, with the 

Laplacian ∇2ρ(r) being the second-order term. Meta-GGA functionals depend explicitly 

on higher order density gradients which involve derivatives of the occupied Kohn-Sham 

orbitals. These functionals show considerable improvement over GGA methods. In 

general, meta-GGAs tend to outperform GGAs for atomization energies and barrier 
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heights, and a few can even incorporate some ‘medium-range’ dispersion. Minnesota 

functional, developed by Truhlar and coworkers at Minnesota University are based on 

the meta-GGA approximation.209-213 These functionals used in traditional quantum 

chemistry and solid-state physics calculations are all based on complicated functional 

forms parameterized on high quality benchmark databases.  

In addition to these functionals, there are hybrid density functional methods: 

hybrid GGA (H-GGA) methods and Hybrid-meta GGA (HM-GGA) methods. These are a 

combination of exchange-correlation of a conventional GGA/m-GGA method with a 

percentage of HF exchange. The percentage of HF exchange is precisely built-in 

semiempirically from experimental atomization energies, ionization potentials, proton 

affinities, total atomic energies, etc. for a representative set of small molecules. HM-GGA 

methods depend on HF exchange, electron density, the gradient of electron density and 

the kinetic energy density. B3LYP, B3P86, B3PW91, B97-1, MPWB1K, and X3LYP are 

examples of H-GGA methods and B1B95, BB1K, MPW1B95, M11, M06-2X, and TPSS1KCIS 

are examples for HM-GGA methods. 

The Minnesota functional family includes one meta-GGA (M06-L), two meta-NGAs 

(M11-L and MN12-L), seven global-hybrid meta-GGAs (M05, M05-2X, M06-2X, M08-HX, 

and M08-SO), one range-separated hybrid meta-GGA (M11) and one screened exchange 

hybrid meta-NGA (MN12-SX). Among all these, the M06 family is one of the frequently 

used and most popular methods. It is composed of four functionals that have similar 

functional forms for the DFT part, with each having parameters optimized with a 

different percentage of HF exchange. M06-L is intended to be fast and is applicable for 

inorganic and organometallic systems. M06 is the most versatile of the 06 functionals 

because of its large applicability. M06-2X, is used for top-level across-the-board 

performances in all areas of chemistry including thermochemistry and reaction kinetics, 

but excluding multi-reference systems such as those containing transition metals and 

M06-HF is suitable for calculation of spectroscopic properties of charge-transfer 

transitions, where elimination of self-interaction error is of prime importance. 

https://en.wikipedia.org/wiki/Density_functional_theory#Approximations_.28exchange-correlation_functionals.29
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1.3.2.5 Perdew’s Jacob’s ladder of density functionals 

The hierarchy of exchange–correlation functionals of DFT approximations is often 

represented by the concept of Jacob’s ladder (the famous allusion from the book of 

Genesis),  put forward by Perdew and Schmidt in 2001.214  

 

Figure 1.8 Perdew’s metaphorical Jacob’s Ladder, composed of five rungs corresponding 

to increasingly sophisticated models for the unknown exchange-correlation functional of 

DFT.215 

The ladder (Figure 1.8) with its foundations in the ‘Hartree World’, introduces 

additional ingredients into the functional form while moving up the ladder terminating 

in the ‘Heaven’ of chemical accuracy. In the ‘Hartree World’, the exchange-correlation 

energy is zero and the electron– electron interaction is provided solely by classical 



43 
 

electrostatics. Perdew’s symbolic Jacob’s Ladder is composed of five rungs 

corresponding to increasingly superior (and also the complexity) models for the 

unknown exchange-correlation functional of DFT.216 Each rung contains new physical 

content that is missing in lower rungs. Hence an improved accuracy of the functional (the 

exchange-correlation part) is accomplished at each higher level.217  

1.3.2.6 Dispersion corrections  

Since the ‘motions’ of electrons are correlated (or the electronic wave functions 

being correlated), the two atoms simultaneously develop electrical moments that are 

oriented so as to be mutually attractive. The force associated with this interaction is 

referred to variously as ‘dispersion’, the ‘London’ force, or the ‘attractive van der Waals’ 

force. Dispersion is a purely quantum mechanical effect associated with the interactions 

between instantaneous local moments favourably arranged owing to correlation in 

electronic motions. Incorporation of dispersive interactions may enhance the accuracy 

of theoretical calculations. The Minnesota functionals can be considered as such an 

attempt for calculating the noncovalent interactions within its framework. Such long-

range van der Waals type interactions in molecules are added to the KS-DFT functionals 

and the total energy of the system can be represented as: 

𝐸𝐷𝐹𝑇−𝐷 = 𝐸𝐾𝑆−𝐷𝐹𝑇 + 𝐸𝑑𝑖𝑠𝑝 (Eq. 1.38) 

where EKS-DFT accounts for the self-consistent Kohn-Sham energy functional and EKS-DFT is 

the dispersion energy. The dispersion energy can be written as: 

𝐸𝑑𝑖𝑠𝑝 = −𝑆6 ∑ ∑
𝐶6

𝑖𝑗

𝑅𝑖𝑗
6

𝑁𝑎𝑡

𝑗=𝑖+1

𝑁𝑎𝑡−1

𝑖=1

𝑓𝑑𝑚𝑝(𝐑𝑖𝑗)      (Eq. 1.39) 

where Nat is the number of atoms in the system, S6 is a global scaling factor which depends 

on the dispersion function, ijC6  is the dispersion coefficient for atom pair ij, Rij is the 

interatomic distance, and fdmp is the damping function which must be used to avoid near-

singularities for small interatomic distance.  
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1.3.3 Basis sets 

Basis functions are mathematical functions for single electrons in an atom. The 

basis functions are also termed as atomic orbitals. Linear combination of these basis 

functions provides basis set used in computational chemistry calculations. Thus basis set 

refers to the linear combinations of a pre-defined set of non-orthogonal one-electron 

wave functions used to build molecular orbitals, with the weights or coefficients to be 

determined. In electronic structure calculations generally we use two types of basis 

functions viz. Slater Type Orbitals (STO) and Gaussian Type Orbitals (GTO). The basis 

function represents all the possible ways that electrons behave in a molecule. We have to 

include enough functions to model the orbitals properly. Molecular orbitals and entire 

wave functions are created by taking linear combinations of basis functions and angular 

functions. The list of all basis functions used in a calculation to describe the shapes of the 

orbitals in an atom is termed as a basis set. The time required for a calculation scales as 

the fourth power of the number of basis functions. 

 

Figure 1.9 Comparison of the quality of the least squares fit of a 1s Slater function    ( = 

1.0) obtained at the STO-1G, STO-2G, and STO-3G levels.189  
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J. C. Slater developed a set of basis functions which decay exponentially with the 

distance from the nuclei (Figure 1.9) .218, 219 Initially molecular calculations used STOs as 

basis sets. STOs have the exponential dependence: r ζe and are given by the mathematical 

expression: 

r -cba ezyNxz)y,(x,Φ STO

abc                      (Eq. 1.40) 

where N is the Normalization constant, a, b, c are  components of angular momentum (L 

= a +b + c), and  is the orbital exponent which determine  the expansion of the orbital, 

x, y, z are  the cartesian coordinates and  r is the radius in Å. But the difficulty in 

calculating some of these integrals was solved by the introduction of Gaussian-type 

orbitals (GTOs) by S. F. Boys in 1950s from Cambridge University in the UK which 

contains the exponential
2r ζe . GTOs are mathematically expressed as: 

2r -cba ezyNxz)y,(x,Φ GTO

abc                                   (Eq. 1.41) 

This function is usually known as primitive Gaussian-type orbital (PGTO). Such 

functions are very easy to evaluate. According to Gaussian product theorem, the product 

of two primitive Gaussians gives rise to another Gaussian function centered at the 

weighted midpoint of the two functions. This makes the GTOs more advantageous over 

STOs.220, 221 But the limitation of using GTOs is that these functions are less accurate 

compared to STOs. Linear combinations of primitive gaussians known as contracted 

Gaussian-type orbitals (CGTOs) can be used to overcome this difficulty (Figure 1.11). The 

CGTO functions can mimic STOs and are expressed as:  

2r-cba
n

i

i ezyx cNz)y,(x,Φ
i

CGTO

abc

                           
(Eq. 1.42) 

where n gives the number of Gaussians to mimic the STO and ci corresponds to their 

coefficients.222-224  The simplest type of contracted gaussians (CGs) is the STO-nG basis 

sets which attempt to approximate Slater-type orbitals (STOs) by n primitive 

Gaussians.225, 226  
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  The STO-nG basis sets are rather inadequate as they include only one CG per 

atomic orbital. For improving the calculations, two or more functions can be used to 

describe each type of orbital. Double-zeta (DZ), triple-zeta (TZ) and quadruple-zeta(QZ) 

basis sets are examples of such kind which use more than one basis functions.227 Pople 

and coworkers introduced split valence basis sets of type ‘k-nlmG’, where the valence 

orbitals are represented by multiple zeta and the core orbitals by a single basis function. 

Here ‘k’ indicates how many primitive Gaussians are used for representing the core 

orbitals and ‘nlm’ indicates both how many functions the valence orbitals are split into 

and how many primitive Gaussians are used for their representation.228 The basis sets 

such as 3-21G, 4-21G, 6-31G, 6-311G, etc. are examples of split-valence basis sets. In 6-

31G basis set, the core electrons are represented as the sum of six gaussian functions and 

the valence orbitals are represented by two basis functions of which one is a sum of three 

primitive gaussians and the second is one gaussian function. Moreover, the addition of 

polarization or diffuse functions improves the basis sets. The polarization functions are 

represented as * or ** [(d) or (d, p)] following G in the notation of the basis sets. The         

(d, p) polarization function employs an extra set of d-orbitals on heavy atoms and p-

orbitals on hydrogens. Diffuse basis sets are useful for describing anions, molecules with 

lone pairs, excited states, and transition states and are denoted by + or ++ signs. For 

example, 6-31+G basis set adds s and p diffuse functions to non-hydrogen atoms and 6-

311++G adds diffuse functions to both non-hydrogen and hydrogen atoms.229 For heavier 

atoms such as transition metals with large inner core, number of basis functions needed 

to describe the system is high. Since only the valence electrons are involved in the 

bonding, the core electrons can be replaced by a potential which fit to all-electron 

calculations called effective core potentials (ECPs).230-232 For a large core ECP, all orbitals 

except (n+1)s, and nd orbitals are treated as core electrons and these core electrons are 

replaced with an approximate pseudopotenial. Such a treatment usually gives a good 

geometry for the molecule but the energetics are often found to be approximate. This can 

be rectified by using a small core ECP where the ns, np, nd and (n+1)s forms the valence 

orbitals. Such a treatment often increases the computational cost. The popular 

pseudopotentials commonly used include those of Hay and Wadt developed by Los 

Alamos National Laboratory (LANL), 233 those of Stevens et al. 234 and the Stuttgart–
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Dresden pseudopotentials developed by Dolg and co-workers. 235 Later, Check et al. 

incorporated polarization and diffuse functions in conjunction with the LANL double zeta 

basis set. 236 

The basis sets employed for the calculations in the thesis are (a) Pople’s split-valence 

basis sets 6-31G(d,p) and 6-311++G(d,p) with d polarization functions for non-hydrogen 

atoms and p polarization function for hydrogen atom and diffuse functions for non-

hydrogen and hydrogen atoms237, 238  (b) Hay and Wadt double zeta basis set with the 

overall combination of ECP and valence basis set, LANL2DZ  for defining transition metal 

Ru and Mo.  

1.3.4 Basis set superposition error 

The use of complete basis set  (CBS) results in high computational effort by 

increasing the basis functions to hundreds or a few thousand at best and thus limits the 

practical application. Any finite basis set may not have the same quality at all geometries, 

since the electron density around one nucleus may be described by functions centred at 

another nucleus. This is leads to several errors in calculating small effects, such as 

energies of van der Waals complexes and hydrogen bonds. For example, consider any 

noncovalent dimer, AB where basis functions from one molecule, A compensate for the 

basis set incompleteness on the other molecule, B and vice versa. Thus the dimer will be 

artificially lowered in energy and the strength of the hydrogen bond over estimated. This 

effect of artificial shortening of intermolecular distances and concomitant strengthening 

of intermolecular interactions in weakly bound clusters while using smaller basis sets is 

known as the basis set superposition error (BSSE). In the limit of a complete basis set, 

the BSSE will be zero, and adding more basis functions will not give any improvement 

but the calculations using finite basis sets are susceptible to BSSE error. The 

Counterpoise (CP) correction method introduced by Boys and Bernardi is an 

approximate way of assessing BSSE.239 BSSE is estimated as the difference between 

monomer energies with the regular basis and the energies calculated with the full set of 

basis functions for the whole complex. For the dimer AB, the complexation energy is 

calculated as the dimer energy minus the monomer energies. with A and B, each having 
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regular nuclear-centred basis sets denoted with subscripts a and b, and the complex AB 

having the combined basis set ab; 

 ΔEcomplexation = E(AB)ab - [E(A)a + E(B)b]               (Eq. 1.43) 

where E(AB)ab, E(A)a and E(B)b are the energies of AB, monomer A, and monomer B, 

respectively. To estimate how much of this complexation energy is due to BSSE, four 

additional energy calculations are needed viz. using the ‘a’ basis set for A, and the ‘b’ basis 

set for B, the energies of each of the two fragments are calculated with the geometry they 

have in the complex. Two additional energy calculations of the fragments at the complex 

geometry are then carried out with the full ab basis set. This means that the energy of A 

is calculated in the presence of both the normal a basis functions and with the b basis 

functions of fragment B located at the corresponding nuclear positions, but without the 

B nuclei present, and vice versa. Such basis functions located at fixed points in space are 

often referred to as ghost orbitals and these ghost functions make the basis more 

complete and thereby lower the fragment energy for A. The Counterpoise (CP) correction 

is defined as  

ΔECP = E(A)*ab +E(B)*ab − E(A)*a −E(B)*b                (Eq. 1.44) 

where E(A)*ab and E(B)*ab are the energies of monomer A and B respectively, in the 

structure they adopt in the dimer (AB) with the full basis set of the dimer available. (A)*a 

and E(B)*b are the energies of A and B, respectively, in the structure they adopt in the 

dimer with only their basis functions.  

The counterpoise-corrected complexation energy is then given as ΔEcomplexation − ΔECP. For 

non-bonded intermolecular interactions, the CP correction is well defined, although it 

may not be as accurate as desired. For intramolecular cases, however, it is difficult to 

define a unique procedure for estimating the BSSE, and it is almost always ignored. 

 

1.3.5 Potential energy surface (PES) 

On solving the Newton or Schrödinger dynamical equations for the particles in the 

system in computational chemistry, the Born–Oppenheimer240 separation of the 
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electronic and nuclear motions appears as a cornerstone. This is also important in 

computational chemistry not simply because it simplifies the application of the 

Schrödinger equation to molecules by allowing us to focus on the electronic energy and 

add in the nuclear repulsion energy later but also makes the concept of molecular shape 

(geometry) meaningful, and makes possible the concept of the potential energy surface 

(PES).  

 

Figure 1.10 A model representation of potential energy surface.241  

PES is obtained on solving the dynamical equations for a large number of nuclear 

geometries of a given molecule, because in the process of  mimicing the actual experiment 

it is very important to consider all the possible structures not only one structure of a 

given molecule.174, 242 A PES is the mathematical or graphical representation  of the 

relationship between the energy of a molecule and its geometry. 178 The motion of the 

nuclei on the PES can then be solved either classically (Newton) or by quantum 

(Schrödinger) methods and the methods aimed at solving the electronic Schrödinger 

equation are also broadly referred to as “electronic structure calculations”.232 PESs aid 
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us in visualizing and understanding the relationship between potential energy and 

molecular geometry, and also in understanding how computational chemistry programs 

locate and characterize structures.243 It gives a complete description of all the conformers 

and isomers possible for a system. In the case of a diatomic molecule, PES can be 

represented by a two-dimensional plot with the inter-nuclear separation on the x-axis 

and the energy at that bond distance on the y-axis; in this case, the potential energy 

surface is a curve. For larger systems, the dimensions also incresses owing to the higher 

degrees of freedom within the molecule. The PES illustration reflects only two of the 

degrees of freedom within the molecule, and plots the energy above the plane defined by 

them, creating a surface. Each point represents a particular molecular geometry and the 

height of the surface at that point denotes the energy of that structure.  

The PES in Figure 1.10 contains three minima: a minimum is a point at the bottom 

of a valley, from which motion in any direction leads to a higher energy. Two of them are 

local minima, corresponding to the lowest point in some limited region of the potential 

surface, and one of them is the global minimum, the lowest energy point anywhere on the 

potential surface.241 Different minima correspond to different conformations or 

structural isomers of the molecule under investigation. Figure 1.10 also shows saddle 

points and  transition state structures. At both minima and saddle points, the first 

derivative of the energy, known as the gradient, is zero. Since the gradient is the negative 

of the forces, the forces are also zero at such points. A point on the PES where the forces 

are zero is called a stationary point.  

Geometry optimizations usually locate the stationary point closest to the 

geometry from which they started. The minimum points on PES correspond to the stable 

states and any distortion from the minimum will result in a configuration with higher 

energy. Considering a PES of a chemical reaction, the transition state is marked as a first-

order saddle point on the PES whereas the reactants and products are designated as 

minima.244-247 A first-order saddle point should be a maximum in one direction and 

minimum in all other direction. 
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1.3.6 Solvation models 

Majority of the chemical reactions and biologically relevant processes occur in 

solution, aqueous systems with rather specific pH and ionic conditions and the reactions 

are both qualitatively and quantitatively different under gas and solution phase 

conditions. Molecular properties are also sensitive to the environment such as a 

solvent.248  The solvation effects can be partitioned into two main groups; specific (short-

range) solvation and non-specific (long-range) solvation. Non-specific effects are 

primarily solvent polarization and orientation of the solvent dipoles. Specific effects 

include hydrogen bonds, van der Waals interactions, solvent shell structure, solvent–

solute dynamics, charge transfer effects and hydrophobic effects (entropy effects). 

 

(a)     (b) 

Figure 1.11 A schematic representation for (a) implicit and (b) explicit solvation 

models.249 

To evaluate the solvent effect two types approximations (Figure 1.11) could be followed: 

those that treat the solvent as a continuous medium (implicit or continuum solvation) 

and those describing the individual solvent molecules (explicit solvation).250, 251 

Microsolvation, explicit solvation, places solvent molecules around the solute molecule. 

Explicit solvation calculations on large biomolecules in a bath of a large number of 
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explicit water molecules done with molecular dynamics, using molecular mechanics 

force fields have been reported.252, 253 When the calculations are quantum mechanical 

approaches involved model will have a few solvent molecules, i.e. literally 

microsolvation. Inclusion of even a few solvent molecules in the quantum mechanical 

treatment significantly improves the theoretical description of some condensed-phase 

characteristics. In the explicit solvation, the solvent molecules will be inserted explicitly 

and then run molecular dynamics or Monte Carlo calculations to give the desirable 

property, which makes it the most accurate model. 254 Though it is the most rigorously 

correct way of modelling chemistry in solution, the primary disadvantage with the 

explicit solvent model is the expensive computer resources.  

Continuum solvation, implicit solvation, is the easiest and most popular way of 

treating solvent effects. In this approximation a continuous medium, a continuum, is used 

to “imply” the presence of individual solvent molecules, in a best way of averaging out 

the effect of a large number of solvent molecules.255 Here the solute is placed in a cavity 

in a solvent medium, which simulates the sea of solvent molecules and the interaction 

between the solute and the cavity is calculated.251, 256  Implicit models “do not know” 

about hydrogen bonds, they are not likely to provide a wholly satisfactory account where 

specific interactions are of major importance. The charge distribution and polarizability 

of the solute defines the solute - solvent electrostatic interaction. SCRF (Self-Consistent 

Reaction Field) is a method of accounting for the effect of a polarizable solvent on the 

quantum system through solutions to the Poisson or Poisson-Boltzmann equation.250 The 

concept for treating solute polarization in solution is the reaction field and iterating that 

reaction field to self-consistency is called the self-consistent reaction field (SCRF) 

method. This is important to include condensed-phase effects into quantum mechanical 

calculations and SCRF methods vary with how they define the cavity and the reaction 

field. SCRF calculations have been implemented in ab initio, semiempirical and DFT 

calculations. 

Polarizable continuum model (PCM) introduced by Tomasi and coworkers, where 

the cavity is defined as the union of a series of interlocking atomic spheres is one of the 

most frequently used continuum solvation methods the.251, 257, 258 PCM uses a numerical 
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integration over the solute charge density and generally gives good results by casting the 

quantum mechanical SCRF equations into a boundary element problem with apparent 

surface charges (ASCs) on the solute cavity surface. In PCM model the molecular free 

energy in solution is calculated as:  

ΔGsol = ΔGelec + ΔGdisp + ΔGcav                                              (Eq. 1.45) 

 Here ΔGelec and ΔGdisp accounts for the solute-solvent electrostatic interaction and solute-

solvent dispersion and repulsion respectively. ΔGcav is the cavitation energy, which is 

required to form the molecular cavity inside the continuum. All three terms are 

calculated using a cavity defined through interlocking van der Waals-spheres centered at 

atomic positions. The reaction field is represented through point charges located on the 

surface of the molecular cavity (ASC model). There exists various PCM formulations 

including the original method the dielectric PCM (D-PCM), where the surrounding 

medium is modeled as a dielectric, an alternative model called C-PCM, where the 

surrounding medium is modeled as a conductor and the third one is integral-equation-

formalism protocol (IEF-PCM), where the PCM equations are allocated in integral 

equation formalism. 

A method that is very similar to PCM is the solvation model based on density 

(SMD) coined by Tomasi et al., in which interaction between the solute and solvent is 

calculated from the charge density of the former and the electric polarization field of the 

latter.259 SMD is universal solvation model, since it can be applied to any charged or 

uncharged solute in any solvent and it uses specifically parametrized radii to construct 

the cavity. Here solvation free energy is obtained in terms of electrostatic term and 

cavity-dispersion solvent-structure term. The first term comes from the SCRF treatment 

involving the Poisson equation for electrostatics in IEF-PCM, whereas the second term 

stands for the contribution of short-range interactions between the solute and solvent in 

the first solvation shell. 

In addition to these models combinations of these are also possible, for example 

by explicitly considering the first solvation shell describing the individual solvent 

molecules and treating the rest by a continuum model that treat the solvent as a 
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continuous medium. In hybrid models, the solute molecule is associated usually a few or 

sometime even single solvent molecule, and solute with its bound (usually hydrogen-

bonded) solvent molecule(s) is subjected to a continuum calculation. Such hybrid 

calculations have been used in attempts to improve values of solvation free energies in 

connection with pKa,260, 261 hydration of the environmentally important hydroxyl 

radical,262 hydration of ubiquitous alkali metal and halide ions,263 and also in 

biomolecular applications.264 There are several solvation models available and also the 

models are getting constant improvisations over the years. 

1.3.7 Quantum theory of atoms in molecule  

Quantum theory of atoms in molecule (QTAIM) started as a theory by Richard 

Bader to partition a quantum mechanical system such as a molecule into mononuclear 

parts interacting with each other, which are defined by the topology of the electron 

density as subspaces with a well-defined kinetic energy of their own.265, 266 Shortly after 

this was established, a second topological object was observed called a bond path. Bader 

et al. proposed that the topology of electron density ρ(r) yields an accurate mapping of 

the molecular structure, and describes molecular features such as bonds, atoms, and 

structure. 267-269 According to this theory, the topological distribution of electronic charge 

in the field of nuclei and its flow in the presence of external field derived from ρ(r), a 

scalar quantity provides physical information about the molecule. The electron density 

reaches a maximum at the nuclear positions, and each atom is portrayed by its 

boundaries dependent on the balance of forces of the system under consideration. 

Bader’s QTAIM method in quantum mechanics based on the electron density is useful to 

define the structure of molecules and has been widely applied to unravel atom-atom 

covalent and non-covalent interactions in molecules, molecular clusters, small molecular 

crystals, proteins, DNA base pairing and stacking. Each topological feature can be 

described by a set of critical points (CPs), which is a point in the electron density surface 

where the gradient of electron density vanishes and is articulated as; 
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(Eq. 1.46) 

The gradient of electron density, ρ(r) is a vector quantity and points in the 

direction in which ρ(r) is undergoes the maximum rate of increase, and its magnitude 

is equal to the rate of increase in that direction. A critical point corresponds to the 

maxima, minima or a saddle point of ρ(r) and it could be distinguished on the basis of the 

Laplacian,  ²ρ(r). The nine possible second derivatives of electron density form Hessian 

matrix and the Laplacian is expressed as the sum of the eigenvalues of the Hessian matrix. 
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(Eq. 1.47)

 

A critical point (CP) is labelled as an ordered pair (ω,σ), where ω is the rank and 

σ the signature. The rank is the number of non-zero eigenvalues of the electron density 

at the CP and signature is the algebraic sum of the signs of eigenvalues. If any of the 

eigenvalues associated with CPs is zero (ω < 3) then those configurations are called 

degenerate and are unstable. CPs associated with the energetically stable configuration 

of nuclei show three non-zero eigenvalues (ω= 3) and are said to be non-degenerate. For 

such configuration (ω= 3), there are four types of CPs 

i. Nuclear critical point (NCP), the (3,-3) critical point, with three negative 

curvatures, where ρ(r) is a local maximum. 

ii. Bond critical point (BCP), the (3,-1) critical point, with two negative curvatures 

where ρ(r) is a maximum in the plane defined by these two eigenvectors and 

minimum along the third axis, perpendicular to this plane 

iii. Ring critical point (RCP), the (3,+1) critical point ,with two positive curvatures 

where ρ(r) is a minimum along the plane defined by the corresponding 

eigenvectors and maximum along the third axis perpendicular to this plane. 

iv. Cage critical point (CCP), the (3,+3) critical point, with three positive 

curvatures where ρ(r) is a local minimum.  
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Figure 1.12 shows different types od CPs  observed for the C60 molecule.The 

interatomic bonding interaction, bond orders, the extent of charge accumulation in 

interatomic surface, etc. can be characterized by analysing the electron density at a BCP, 

ρb. The ρb values also give a measure of the strength of intermolecular interactions such 

as hydrogen bonds. The Laplacian of electron density (∇2(ρ)) offers an understanding of 

the local charge concentration or depletion in the molecule and the  sign of ²ρ is used to 

differentiate the nature of the bond. Negative ²ρ values are observed for shared 

interactions such as covalent and polarized bonds due as electron density is concentrated 

in the atom-atom region and positive ²ρ values for interactions like van der Waals, ionic 

and hydrogen bonds where there is depletion of electron charge in the atom-atom region. 

In this thesis, AIMAll program developed by Keith et al.270 has been used for the 

topological analysis of electron density of the complexes.  

 

Figure 1.12 Molecular graph of C60  showing different critical points represented as small 

colored spheres (purple for (3, -1) or BCP, green for (3, +1) or RCP, and red for (3, +3) or 

CCP). 
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1.3.8  Molecular electrostatic potential  

To understand condensed description of molecules like structure, bonding, and 

reactivity patterns buried in 3N-dimensional molecular wave function have been 

explored by theoretical as well as experimental chemists. Among the 3D scalar fields, 

bare nuclear potential (BNP), molecular electron density (MED) in position and 

momentum spaces and the molecular electrostatic potential (MESP), are experimentally 

amenable, thereby providing a vital bridge between experiment and theory. Followed by 

the investigations on the topology of molecular electron density by Bader et al. in terms 

of QTAIM analysis, the topology analysis of its sister field viz. MESP has gained wide 

acceptance for exploring molecular bonding and reactivity patterns. Since the pioneering 

works of Scrocco, Tomasi, Pullman and co-workers, MESP analysis has emerged as a 

sensitive electronic parameter in the study of molecular reactivity and related 

phenomena. 

 

Figure 1.13 MESP plot of guanidine textured on to a 0.005 au electron density surface. 

MESP generated by a chemical species (Figure 1.13) is widely used as a tool for 

exploring its properties and locating potential sites for interaction with other moieties. 

Similar to the bond critical points (BCPs), the MESP topology features are mapped in 

terms of the number and nature of critical points (CPs), where the first-order partial 
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derivatives of 3D scalar field vanish. The CP is further characterized by the evaluation of 

the eigenvalues of the corresponding Hessian matrix Hij at the CP,  

Hij = [
𝜕2𝑓

𝜕𝑥𝑖𝜕𝑥𝑗
]

𝐶𝑃

 (Eq. 1.48) 

The critical points are designated as an ordered pair (r,ω), where ‘r’ designates 

the rank and ‘ω’is the signature. The rank stands or the number of nonzero eigenvalues 

of the function at the CP and signature is the algebraic sum of the signs of the eigenvalues 

of the Hessian matrix. A CP with any one of the eigenvalues of the Hessian matrix is zero 

is termed a degenerate CP. Thus, the four types of non-degenerate CPs for a 3D scalar 

field, are (3, +3), (3, -3), (3, +1), and (3, -1). The (3, -3) CP corresponds to a local maximum 

where all of the eigenvalues of the Hessian matrix become negative. The saddle points 

are denoted as (3, +1) and (3, -1). The (3, +3)-type is a local minimum. An important 

feature of MESP is that it is a real physical property and can be determined 

experimentally by X-ray diffraction techniques. Any distribution of electric charge, such 

as nuclei or electrons creates an electrical potential V(r) in the surrounding space. MESP 

can be regarded as the potential of a molecule to interact with an electric charge located 

at a point r and it is defined as the work done in bringing a unit test non-interacting 

positive charge from infinity to a reference point with the molecule as given by the 

equation:  

𝑉(𝐫) = ∑
ZA

|𝐫 − 𝐑A|

𝑁

𝐴

− ∫
𝜌(𝐫′)d3r′

|𝐫 − 𝐫′|
 (Eq. 1.49) 

ZA is the charge on the nucleus located at a distance RA, ρ(r′) is the electron density and 

r′ is a dummy integration variable. The two terms refer to the bare nuclear potential and 

the electronic contributions, respectively. The MESP can attain positive, zero or negative 

values, in contrast to the behavior of electron densities in position, which can attain only 

non-negative values. A negative MESP value indicates an attractive interaction with this 

test charge, while positive MESP value designates repulsion. The most negative valued 

MESP point of a molecule, designated as Vmin, symbolizes the sites of electron localization 
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in a molecule. Thus the value of V(r) in any particular region depends on whether the 

effect of nuclei or electrons is dominant there and MESP is positive in the region close to 

nuclei and negative in the electron-rich region.  

The MESP at the nucleus of an atom (Vn) in a molecule shows subtle variations 

with respect to changes in molecular electron density distribution. The MESP at the 

nucleus “A” of a molecule (Vn) can be obtained by dropping out the nuclear contribution 

due to ZA from the definition of MESP, and can be written as: 

𝑉n = ∑
𝑍B

|𝐑B − 𝐑A|
− ∫

𝜌(𝐫′)

|𝐑B − 𝐫′|
𝑑3𝐫′

B≠A

 (Eq. 1.50) 

where ZA is the charge on nucleus A with radius vector RA, ZB and RB represent the charge 

and position of nucleus B, ρ(r′) is the electronic density function of the respective 

molecule, and r′ is a dummy integration variable. The nuclei centered quantity, Vn is a 

local molecular property associated with the particular atom center and it measures the 

electrostatic potential at the position of the atom A due to all the electrons and rest of the 

nuclei. Similar to the change in Vmin, change in Vn at the interacting atoms also reflects the 

charge transfer from donor to acceptor associated with a noncovalent bond formation. 

MESP brings out electron rich regions like lone-pairs of electrons and -bonds in 

the form of a negative valued (3, +3) CP. The most negative value of the MESP (Vmin) 

corresponds to a point at which electrostatic potential due to the electron density term 

dominates maximally over the bare nuclear term. Vmin symbolizes the sites of electron 

localization in a molecule i.e; the location of electron-dense region of a molecule. The 

concept of electrostatic potential was introduced by Scrocco and Tomasi in 1970s271, 272 

which has later emerged as a sensitive electronic parameter in the study of molecular 

reactivity and related phenomena.273, 274-281 Besides the pioneering MESP based electron 

distribution studies by  Pullman,282 Politzer273, 283-287 and Gadre,179, 229, 288-296  the works 

of Wheeler and Houk297-301 and Galabov302-304 have also contributed significantly to the 

growth of this area.  Recently a number of studies by Suresh et al. disclosed the efficiency 

of MESP based analysis to interpret  and quantify resonance effect,305 inductive effect,306 

substituent effects,307, 308 trans influence,309 cation- interactions,310-312 lone pair- 
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interactions,313 non-covalent interactions including a large variety of hydrogen bonds,314 

aromatic character of benzenoid hydrocarbons,315, 316 stereo-electronic features of 

ligands in organometallic/inorganic chemistry317-322 etc.  In this thesis MESP is used as a 

predictive tool for analysing and quantifying intermolecular noncovalent interactions as 

well as predicting the reactive behaviour of molecules. 

1.4  Conclusions 

The part A of Chapter 1 portrayed various aspects of CO2 adsorption and few 

important facets of fullerene chemistry. A brief account of some of the important 

adsorbents used in CO2 capture is provided. The literature comprising the theoretical and 

experimental investigations on the recent advances in the  field of CO2 capture and 

conversion using nitrogen‐rich adsorbents, including amine‐functionalized, nitrogen‐

rich porous carbons, nitrogen‐rich MOFs, and amino acid related compounds for selective 

CO2 capture are also briefly accounted.  The requirement of strong CO2 binding affinity of 

the sorbent, associated sorbent degradation and reduced performance still remains as 

the need for the development of new and improved DAC methods and sorbents with 

optimal thermodynamics and kinetics of CO2 binding and release, high cyclic capacities, 

improved chemical stabilities, and lower costs in R&D priority.  The role of theoretical 

studies in the designing of adsorbents with improved efficiency and various types of 

modifications on the fullerene molecule to make it as a strong η5 ligand are explained in 

detail by emphasizing the application of DFT in quantifying the covalent and noncovalent 

interactions. 

Computational chemistry methods are inevitable in understanding the 

fundamental aspects of chemistry which uses the basic principles and equations that 

govern the subatomic world to calculate and predict the molecular structure and 

properties. The second part of Chapter 1 gives a brief account of basic theories underlying 

the computational chemistry methods such as ab initio methods, semi empirical methods, 

density functional theory, molecular mechanics, and molecular dynamics. A detailed 

account of the DFT methods used in the calculations discussed in the thesis is presented 

in this section. The principles and applications of atoms in molecules and molecular 
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electrostatic potential analysis employed for the quantification and characterization of 

weak interactions are also outlined along with the basics of basis sets, potential energy 

surface, and solvation models. 
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 Formation of Large Clusters of CO2 Around Anions: 

DFT Study Reveals Cooperative CO2 Adsorption 

 

2.1 Abstract 

Structure and energetics of the interaction of CO2 molecules with anions F‾, Cl‾, Br‾, 

CN‾, NC‾, OH‾, ClO‾, NH2‾, and NO2‾, have been studied at the M06L/6−311++G** level of 

density functional theory. The maximum number of CO2 molecules (nmax) adsorbed by 

the anions to saturate the first shell of coordination varies from 8 – 12 in different 

complexes. The anion···CO2 distance (dint) in F‾(CO2), NC‾(CO2), ClO‾(CO2), HO‾(CO2) and 

H2N‾(CO2) is 1.533, 1.527, 1.468, 1.456, and 1.470 Å, respectively which indicates 

covalent bond formation between carbon and the anion which is confirmed from the 

binding energy (Eb) values of these complexes -29.0, -14.7, -23.2, -41.7, and -48.1 

kcal/mol, respectively. The Cl‾, Br‾, CN‾ and NO2‾ interact always non-covalently with the 

carbon center of CO2 with dint in the range of 2.5 – 2.9 Å. With the adsorption of each CO2, 

an average increment of 5.9 to 6.7 kcal/mol is observed in the magnitude of  Eb value of 

the complexes. The binding energy per CO2 (Eb/CO2) is nearly a constant for all the 

noncovalent complexes, even up to nmax number of CO2 adsorbed. Though the primary 

anion···CO2 interaction gets weaker with the increasing size of CO2 cluster, a steady 

increase in the secondary O···C interaction between adsorbed CO2 molecules helps the 

systems to maintain a constant value for Eb/CO2. The electron density data of noncovalent 

bond critical points in quantum theory of atoms in molecules (QTAIM) analysis are used 

to partition the total binding energy data in to primary anion···C and secondary O···C 

interactions. Further, the multicenter charge delocalization in the anionic complexes is 

explained using the molecular electrostatic potential (MESP) analysis. The study proves 

that anions possess a remarkable ability to interact with a large number of CO2 molecules 

due to cooperativity resulting from the secondary O···C interactions which compensate 

for the weakening of the primary anion···C interactions.  This property of the anion-CO2 

interactions can be exploited for developing anionic or anion-incorporated materials for 

CO2 storage. 
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2.2 Introduction  

Cost effective carbon dioxide (CO2) capture and storage (CCS)1-8 techniques 

have to be developed for the isolation, extraction, and storage of CO2 emitted from 

various sources especially from fossil fuel based power generation to alleviate the 

emission of CO2 into the atmosphere. For storing CO2, it must interact with the 

storage materials. A covalent interaction can lead to chemisorption while a 

noncovalent interaction can lead to physisorption.9 Though CO2 is electrically 

neutral, strong electrostatic interactions can develop with charged species due to 

their polarizability.10  The theoretical6, 11-16 and experimental17-29 studies on the 

interactions between CO2 and halide anions have been a field of interest for a long 

time. Spears and Ferguson studied F(CO2)‾ both experimentally and theoretically, 

and found that electrostatic calculations were insufficient to describe the covalent 

character of C–F bond.30, 31 McMahon and Larson, explained the bonding in F(CO2)‾ 

complex as covalent between F and C to suggest the formation of fluoroformate 

anion FCO2‾ and that in Cl(CO2)‾ complex as electrostatic, using the ion cyclotron 

resonance (ICR) technique.32 Semiempirical studies by Ault has given a planar C2v 

symmetric structure for the fluoroformate anion, which was later confirmed from 

the ab initio calculations by Hiraoka et al. 33,34 Arnold and co-workers studied the 

geometry of the X‾/CO2 clusters (X = I, Br, Cl, and F) at the SCF and Møller–Plesset 

(MP2 and MP4) levels of theory.35 They also obtained the solvation energetics 

using the negative ion photoelectron spectroscopy, as an expansion of the work by 

Markovich et al.36,37 The structure and energetics of the CO2 – halide (Br‾, I‾ and Cl‾) 

interactions were also studied by Pathak.38-40 In addition to the inorganic anions41, 

the energetics as well as the spectral properties of the CO2 clusters of organic 

anions (Py‾)42 and metal anions: Au,43-45 Ag,45, 46 Cu45, 47and, Ni48, 49 have been 

studied by various research groups.  

Very recently, in a series of papers, Della and Suresh have reported  DFT 

studies on the interactive behaviour of H2 molecules with a large variety of anions 

and showed that anions possess a unique ability to interact with a large number of 

H2 molecules.50-53 Their studies also revealed the cooperativity of intermolecular 
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dihydrogen interactions in the cluster formation. Though many theoretical as well 

as experimental studies have been reported for the anion-CO2 interactions, a 

systematic study focusing on the energetics of the formation of clusters of CO2 

around anions has not been reported yet. The present study addresses this topic 

using density functional theory and also elaborates the nature of anion-CO2 

bonding - covalent versus noncovalent and cooperativity of interactions. The 

selected anions are F‾, Cl‾, Br‾, CN‾, NO2‾, OH‾, ClO‾, NC‾, and NH2‾. 

 

2.2.1 Computational Methods 

All the calculations have been done using Gaussian 16 quantum chemistry 

package54 at M06L/6-311++G** level of density functional theory (DFT).55, 56 

Selection of this method is based on a previous benchmark study which 

recommends this as the best method to calculate the geometry and binding energy 

of noncovalent dimers to the accuracy close to CCSD.57,50 Since all complexes are 

anionic in nature, the diffuse functions in the basis set are essential to describe the 

wave function. All the clusters discussed here are taken in their gaseous state at 

standard conditions of temperature (298.1 K) and pressure (1.0 atm). Presence of 

all real frequencies in the vibrational analysis is confirmed for all the optimized 

geometries. The geometry of X‾(CO2)n for n =1 to n = nmax are obtained for X‾ = F‾, 

Cl‾, Br‾, CN‾, NO2‾, OH‾, ClO‾, NC‾, and NH2‾ where nmax stands for the maximum 

number of CO2 molecules that can be accommodated into the first coordination 

shell of the anion. Saturation of the first coordination shell is confirmed by locating 

the structure of X‾(CO2)nmax+1 wherein at least one of the anion···C distance is 

significantly larger than the rest. For systems containing up to five CO2 molecules, 

several configurations are optimized and among them the most stable X‾(CO2)n  is 

reported here. Based on such configurations, higher clusters are constructed by 

maximizing the O···C interactions between adsorbed CO2 molecules. The 

interaction energies of the complexes are calculated using the supermolecule 

approach. For any two interacting subsystems A and B, the binding energy (Eb) of 

the supermolecule AB is calculated as; 
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Eb = EAB - EA - EB                        (Eq. 2.1)                   

where, EA , EB and EAB stand for the energy of systems A (anion), B (n CO2 

molecules) and AB (X‾(CO2)n cluster), respectively.58-61 The zero-point corrected 

energy of the systems is used for the calculation of Eb values. Further, Eb  is 

incorporated with the correction for the basis set superposition error (BSSE)62-65 

using the counterpoise (CP) approach of Boys and Bernardi.66, 67  

Bader’s quantum theory of atoms in molecules (QTAIM) analysis, based on 

the electron density (ρ) distribution is carried out, using AIMAll package, to 

visualize the bond paths and to locate the bond critical points (BCPs). Atom–atom 

interactions are distinguished as covalent and noncovalent interactions based on 

the electron densities at the respective BCPs (ρb) as well as from the sign of the 

corresponding Laplacian (2ρb). The sum of electron density  at the BCPs (Σ𝜌b) and 

the sign of Laplacian of electron density (2ρb) are also analyzed for all the 

complexes. The MESP topographical analysis is carried out on all the complexes at 

M06L/6-311++G** level of theory to understand the intermolecular interactions 

and the delocalization of the electron density from the anion to the adsorbed CO2 

molecules. Further, a benchmark set of calculations is done on representative 

cases using B3LYP-D3, BP86-D3, wB97XD levels in conjunction with the basis set 

6-311++G**.  

 

2.3 Results and discussion 

2.3.1 Structure and energetics 

The optimized structures of the X‾(CO2) of all the anions are given in Figure 

2.1. In all the cases, 'C’ of CO2 interacts with the anion and the distance of 

interaction (dint) gives a quick assessment of the strength of interaction.  The d int 

of F‾(CO2), NC‾(CO2), ClO‾(CO2), HO‾(CO2) and H2N‾(CO2) is 1.533, 1.527, 1.468, 

1.456, and 1.470 Å, respectively which indicates the formation of a covalent bond 

between carbon and the anion and the resulting systems are the carboxylate 

anions of fluoroformic acid (FCOO‾), cyano formic acid (NCCOO‾), hypochloro 
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formic acid (ClOCOO‾), carbonic acid (HOCOO‾) and carbamic acid (H2NCOO‾). The 

OCO bond angle () in FCOO‾, NCCOO‾, ClOCOO‾, HOCOO‾ and H2NCOO‾ is 138.9, 

133.1, 137.3, 133.3 and 130.9° respectively which is 40 – 50o smaller than the OCO 

angle in CO2.  

 

 

Figure 2.1  Optimized structures of   X ‾(CO2) with their d int (Å) and  (°) at 

M06L/6-311++G** level of theory.  

Further, CO bond elongates from 1.161 Å in CO2 to 1.217 - 1.249 Å in the 

carboxylates. This shows the structural deformation in CO2 resulting from the 

strong interaction with the anion.  Anions Cl‾, Br‾, CN‾ and NO2‾ interacts non-

covalently with the carbon of CO2 as dint 2.5 – 2.9 Å seen in Cl‾(CO2), Br‾(CO2), 

Eint = -7.0 kcal/mol Eint = -5.6 kcal/mol

Eint = -7.6 kcal/mol
Eint = -16.4 kcal/mol

Eint = -12.3 kcal/mol

Eint = -29.8 kcal/mol

Eint = -45.3 kcal/mol Eint = -53.0 kcal/mol

FCOO– Cl–…CO2
Br–…CO2

CN–…CO2 NCCOO –

HOCOO – NH2COO – NO2
–…CO2

Eint = -24.4 kcal/mol

ClOCOO –
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CN‾(CO2) and NO2‾(CO2) is significantly higher than the typical covalent bond 

distances. In these systems, reduction in  due to noncovalent bond formation is 

10 - 18° and the CO bond elongation is 0.005- 0.027 Å. 

 

 

Figure 2.2  Optimized structures of   CO2  complexes of F ‾  with their d int (Å) 

and   (°)at  M06L/6-311++G** level.  

The interaction of F‾ and CO2 leading to the formation of FCOO‾ has been 

previously reported.32, 33 Binding energy (Eb) for the covalent bond formation 

(bond energy) in FCOO‾ is -29.0 kcal/mol. The FCOO‾ retains the carboxylate form 

even when a second CO2 molecule interacts with it. The second CO2 interacts non-

covalently with the fluoroformate anion through F···CO2 and O···CO2 interactions 

(Figure 2.2). The resulting complex FCOO‾(CO2) has F-C distance 1.559 Å which is 

0.026 Å higher than the F-C distance of FCOO‾ (Figure 2.1). Interaction from a third 

CO2 molecule further increases the F-C distance to 1.737 Å which suggests 

F-(CO2)6 F-(CO2)7F-(CO2)5

FCOO-(CO2)2 F-(CO2)4FCOO-(CO2)
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substantial loss of covalent character for this bond. In fact the carboxylate anionic 

form disappears when four or more CO2 molecules interact with F‾ and they can be 

represented as F‾(CO2)n where n > 3.  The strong covalent F-C interaction in FCOO‾ 

breaks up due to the combined noncovalent interaction from four or more CO2 

molecules as the shortest F-C distance in F‾(CO2)4, F‾(CO2)5, and F‾(CO2)6 is 2.239, 

2.364, and 2.496 Å, respectively (Figure 2.2). In the case of F‾(CO2)7, the seventh 

CO2 interacts at a distance 4.791 Å from the F‾ suggesting that the first 

coordination shell of F‾ is saturated with six CO2 molecules. The shell and half-shell 

formations of solvent molecules (CO2) around anions such as I2‾, IBr‾, and ICN‾ have 

been observed theoretically as well as experimentally by Lineberger63, 68 and 

Neumark groups.69-71  

 

Table 2.1 ZPE and BSSE corrected Eb and Eb/CO2, in kcal/mol, for the CO2 complexes 

of F‾ at M06L/6-311++G** level.  

Complex  Reaction Eb Eb/CO2 

FCOO‾  F‾ + CO2 -29.0 -29.0 

FCOO‾(CO2)  FCOO‾ + CO2 -7.9 -7.9 

FCOO‾(CO2) 2  FCOO‾ + 2CO2 -14.3 -7.2 

F‾(CO2)4  F‾ + 4CO2 -52.4 -13.1 

F‾(CO2)5  F‾ + 5CO2 -61.0 -12.2 

F‾(CO2)6  F‾ + 6CO2 -71.3 -11.9 

F‾(CO2)7  F‾ + 7CO2 -74.6 -10.7 

 

The Eb values of F‾(CO2)n complexes given in Table 2.1 suggest that once the 

coordination shell is saturated at n = 6, further interaction from a CO2 in the second 

shell can only bring an additional stabilization of 3.3 kcal/mol which is 7.0 

kcal/mol lower than that observed for n = 5 to n = 6 step. The binding energy per 

CO2 (Eb/CO2) for n > 3 can be considered as a measure of the noncovalent F‾···C bond 

strength as such complexes show only noncovalent bonds whereas Eb/CO2 for n = 2 
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and n = 3 corresponds to the noncovalent binding energy of CO2 with 

fluoroformate anion while that for n = 1 gives the F-C covalent bond strength. The 

Eb/CO2 -11.9 kcal/mol observed for the saturated complex F‾(CO2)6 indicates the 

high probability for the formation of such a complex in the gas phase. The Eb/CO2 

data in Table 2.1 suggests that the noncovalent interaction between F‾ and CO2 is 

significantly stronger than that between FCOO‾ and CO2 which can be attributed to 

the higher charge concentration in the smaller sized F- than FCOO-. 

 

Table 2.2 ZPE- and BSSE- corrected Eb and Eb/CO2, in kcal/mol, for the CO2 

complexes of NC‾, ClO‾, OH‾, and NH2‾, at M06L/6-311++G** level. 

n 
NCCOO‾(CO2)n ClOCOO‾(CO2)n HOCOO‾(CO2)n H2NCOO‾(CO2)n 

Eb Eb/CO2 Eb Eb/CO2 Eb Eb/CO2 Eb Eb/CO2 

0 -14.7 -14.7 -23.2 -23.2 -41.7 -41.7 -48.1 -48.1 

1 -5.9 -5.9 -6.3 -6.3 -5.6 -5.6 -8.9 -8.9 

2 -12.8 -6.4 -11.6 -5.8 -13.2 -6.6 -16.5 -8.3 

3 -19.0 -6.3 -17.0 -5.7 -20.5 -6.8 -20.6 -6.9 

4 -24.9 -6.2 -21.7 -5.4 -23.8 -6.0 -30.2 -7.6 

5 -29.1 -5.8 -28.3 -5.7 -36.9 -7.4 -33.8 -6.8 

6 -34.0 -5.7 -28.6 -4.8 -36.2 -6.0 -34.4 -5.7 

7 -37.8 -5.4 -37.3 -5.3 -48.1 -6.9 -47.0 -6.7 

8 -42.0 -5.3 -38.1 -4.8 -53.8 -6.7 -49.7 -6.2 

9 -46.7 -5.2 -41.8 -4.6 -59.1 -6.6 -54.9 -6.1 

10 -51.9 -5.2 -46.4 -4.6 -63.7 -6.4 -60.2 -6.0 

11 -57.9 -5.3 -56.4 -5.1 -67.3 -6.1 -62.2 -5.7 

 

Eb value for the covalent bond formation (bond energy) in FCOO‾, NCCOO‾, 

ClOCOO‾, HOCOO‾ and H2NCOO‾  is found to be -29.0, -14.7, -23.2, -41.7, and -48.1 

kcal/mol, respectively whereas Eb -6.9, -5.6, -7.1, and -11.6 kcal/mol observed for 
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Cl‾(CO2), Br‾(CO2), CN‾(CO2) and NO2‾(CO2), respectively indicate noncovalent 

bond formation between the anion and CO2.    

 

Table 2.3 ZPE- and BSSE- corrected Eb and Eb/CO2 in kcal/mol, for the CO2 

complexes of Cl‾, Br‾, CN‾, and NO2‾, at  M06L/6-311++G** level. 

n 
Cl‾ Br‾ CN‾ O2N‾  

Eb Eb/CO2 Eb Eb/CO2 Eb Eb/CO2 Eb Eb/CO2 

1 -6.9 -6.9 -5.6 -5.6 -7.1 -7.1 -11.6 -11.6 

2 -14.0 -7.0 -11.5 -5.8 -13.8 -6.9 -17.7 -8.8 

3 -21.7 -7.2 -18.4 -6.1 -20.0 -6.7 -24.1 -8.0 

4 -28.7 -7.2 -24.6 -6.2 -26.4 -6.6 -30.2 -7.5 

5 -35.7 -7.1 -30.3 -6.1 -32.4 -6.5 -36.1 -7.2 

6 -42.2 -7.0 -36.2 -6.0 -39.6 -6.6 -40.4 -6.7 

7 -49.3 -7.0 -42.7 -6.1 -44.3 -6.3 -44.2 -6.3 

8 -57.1 -7.1 -49.7 -6.2 -51.0 -6.4 -53.1 -6.6 

9 -60.1 -6.7 -55.0 -6.1 - - - - 

 

In NCCOO‾, ClOCOO‾, HOCOO‾ and H2NCOO-, the initially formed bond with 

CO2, viz. C-C, O-C, O-C and N-C respectively is retained in the system   even for the 

fully saturated coordination state of these anions with CO2. The optimized 

structures of NCCOO‾(CO2)n, ClOCOO‾(CO2)n, HOCOO‾(CO2)n and H2NCOO‾(CO2)n   

are shown in Figure 2.3 for the highest n (nmax). The nmax is found to be 11 for 

NCCOO‾, ClOCOO‾, HOCOO‾ and H2NCOO‾. The NC-C, HO-C and H2N-C bonds of 

NCCOO‾, HOCOO‾ and H2NCOO‾, respectively showed contraction in bond length, 

viz. 1.527 to 1.503 Å for NCCOO‾, 1.474 to 1.401 Å for HOCOO‾, and 1.470 to 1.420 

Å for H2NCOO‾ when the number of coordinated CO2 molecules changed from n = 

1 to n = nmax. This is an unexpected result as the opposite trend is seen in the case 

of FCOO‾. However, in the case of ClOCOO‾, ClO-C bond length increased from 1.468 
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to 1.507 Å. The change in bond length is not substantial here which indicates the 

retention of the covalent character of the bond in the saturated complexes.  

 

Figure 2.3  Optimized structures of   X ‾(CO2)nmax  (X‾ = NCCOO ‾,  ClOCOO‾,  

HOCOO‾,  H2NCOO‾,   Cl‾,  Br‾,  CN‾ and NO2‾) with representative d int  (Å)  at 

M06L/6-311++G** level of theory. 

The Eb values for NCCOO‾, ClOCOO‾, HOCOO‾ and H2NCOO‾ are given in Table 

2.2. The highest magnitude in Eb is observed for H2NCOO‾(CO2)n  which shows an 

average increase 7.6 kcal/mol with the addition of each CO2 molecule. For each CO2 

F-(CO2)6 Cl-(CO2)9 Br-(CO2)9

CN-(CO2)8

NO2
-(CO2)8H2NCOO-(CO2)11

ClOCOO-(CO2)11

HOCOO-(CO2)11

NCCOO-(CO2)11
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adsorbed on the anion, on an average Eb becomes more negative by 6.5, 6.3 and 

8.8 kcal/mol for the complexes NCCOO‾(CO2)n ClOCOO‾(CO2)n and HOCOO‾(CO2)n,  

respectively. 

In Cl‾(CO2)n, Br‾(CO2)n, CN‾(CO2)n and NO2‾(CO2)n, always noncovalent bond 

formation is observed between the anion and CO2 for all n values. Structure of 

these complexes for n = nmax  is given in Figure 2.3. The nmax is  9 for Cl‾ and Br‾ and 

8 for CN‾ and NO2‾. On an average, the anion-CO2 distance in Cl‾(CO2)n, Br‾(CO2)n, 

CN‾(CO2)n and NO2‾(CO2)n is in the range 2.888 -3.241, 3.158 - 3.546, 2.559 -3.260, 

and 2.109 -3.366 Å, respectively. These data indicate a decrease in noncovalent 

interaction strength as n changes from 1 to nmax.  In the case of Cl‾(CO2)n, Eb (Table 

2.3) improves by 6.7 kcal/mol with the addition of each CO2 molecule; this effect 

is 6.2, 6.3, and 5.9 kcal/mol, respectively for Br‾(CO2)n, CN‾(CO2)n, and NO2‾(CO2)n. 

 

Table 2.4 ZPE- and BSSE- corrected ΔGb and ΔGb/CO2, in kcal/mol, for the CO2 

complexes of NC‾, ClO‾, OH‾, and NH2‾, at M06L/6-311++G** level. 

n 
NCCOO‾(CO2)n ClOCOO‾ (CO2)n HOCOO‾ (CO2)n H2NCOO‾ (CO2)n 

ΔGb ΔGb/CO2 ΔGb ΔGb/CO2 ΔGb ΔGb/CO2 ΔGb ΔGb/CO2 

0 -6.9 -6.9 -15.0 -15.0 -34.7 -34.7 -40.2 -40.2 

1 1.6 1.6 1.3 1.3 0.4 0.4 -0.4 -0.4 

2 3.4 1.7 5.2 2.6 1.9 0.9 -0.3 -0.2 

3 5.9 2.0 7.0 2.3 4.2 1.4 4.4 1.5 

4 9.9 2.5 12.5 3.1 9.3 2.3 4.4 1.1 

5 13.5 2.7 14.7 2.9 6.7 1.3 8.6 1.7 

6 19.0 3.2 23.4 3.9 14.7 2.5 18.8 3.1 

7 25.9 3.7 25.0 3.6 14.2 2.0 15.5 2.2 

8 31.8 4.0 32.2 4.0 18.6 2.3 20.9 2.6 

9 35.5 3.9 39.6 4.4 22.6 2.5 25.0 2.8 

10 39.3 3.9 42.4 4.2 28.8 2.9 30.5 3.1 

11 43.4 3.9 41.4 3.8 33.6 3.1 36.0 3.3 
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Some of the small X‾(CO2)n clusters ( n  3) show negative ΔG values for 

anions such as H2NCOO‾ , Cl‾,  Br‾, CN‾ , and  NO2‾ while a medium sized cluster (4 – 

6 CO2 molecules) gives positive ΔG values, 1 - 10 kcal/mol and large clusters show 

values above 10 kcal/mol (Tables 2.4 and 2.5).  The negative entropy is the 

decisive factor as the TΔS (T = 298 K) contribution per every CO2 molecule 

adsorbed in the system is ~8.00 kcal/mol. In the case of a realistic system 

consisting of anions and their counter cations, the adsorption can take place only 

by overcoming the strong columbic interaction between the ions. Our results 

suggest that anionic or electron rich systems have high tendency to adsorb CO2 

molecules and among the studied anions, F- has the highest ability.  

 

Table 2.5 ZPE- and BSSE-corrected ΔGb and ΔGb/CO2, in kcal/mol, for the CO2 

complexes of Cl‾, Br‾, CN‾, NO2‾, and F‾ at M06L/6-311++G** level. 

n 

Cl‾ Br‾ CN‾ O2N‾  F‾ 

ΔGb ΔGb/CO2 ΔGb ΔGb/CO2 ΔGb ΔGb/CO2 ΔGb ΔGb/CO2 ΔGb ΔGb/CO2 

1 -2.4 -2.4 -1.2 -1.2 -1.4 -1.4 -3.8 -3.8 -23.4 -23.4 

2 -2.6 -1.3 -0.2 -0.1 -0.7 -0.3 -2.2 -1.1 0.1 0.0 

3 -0.4 -0.1 2.2 0.7 0.2 0.1 -1.1 -0.4 2.1 0.7 

4 1.7 0.4 5.3 1.3 5.3 1.3 2.0 0.5 -22.0 -5.5 

5 3.8 0.8 8.7 1.7 8.0 1.6 5.1 1.0 -19.6 -3.9 

6 5.7 0.9 11.9 2.0 9.4 1.6 11.1 1.9 -19.7 -3.3 

7 7.8 1.1 14.4 2.1 12.7 1.8 17.8 2.5 -14.4 -2.1 

8 9.4 1.2 18.2 2.3 17.2 2.1 16.8 2.1 - - 

9 15.6 1.7 28.3 3.1 - - - - - - 
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We also carried out a benchmark study on a representative case, Cl‾(CO2)n 

using dispersion effect included methods, viz. B3LYP-D3, BP86-D3, and wB97XD  

in conjunction with basis set 6-311++G**. In Table 2.6, Eb values computed using 

these methods are compared with M06L/6-311++G** data. All the methods give 

similar Eb data apart from the slight enhancement of ~1 kcal/mol observed in the 

average Eb/CO2 for B3LYP-D3 and BP86-D3. M06L method is thoroughly 

benchmarked in a previous study and also previous studies showed that it yields 

reliable results for anionic systems.50-53 Rest of the study is conducted using 

M06L/6-311++G** method.   

 

Table 2.6 Benchmark study for the representative case, Cl‾ (CO2)n complexes with 

the basis set 6-311++G**. ZPE and BSSE corrected Eb values are given in kcal/mol.   

n B3LYP-D3 BP86-D3 wB97XD M06L 

1 -7.7 -7.0 -6.2 -6.9 

2 -15.3 -12.5 -12.3 -14.0 

3 -23.3 -18.2 -18.6 -21.7 

4 -30.9 -23.3 -24.5 -28.7 

5 -38.4 -28.5 -30.6 -35.7 

6 -45.5 -33.3 -36.1 -42.2 

7 -53.4 -38.3 -41.6 -49.3 

8 -61.6 -43.6 -47.2 -57.1 

9 -66.9 -45.4 -49.9 -60.1 

 

2.3.2 QTAIM analysis 

The QTAIM molecular plots of the anionic clusters at nmax  are given in Figure 

2.4. The dotted lines indicate the bond paths and purple spheres represent the 

BCPs. In addition to the interactions between the anionic center and the CO2, 

secondary O···C interactions arise between adsorbed CO2 molecules, as indicated 

by the presence of BCPs between O and C. According to Koch and Popelier 

criterion72, 73, for a noncovalent interaction, ρb falls in the range 0.002 – 0.040 au 
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and 2ρb  is positive, typically in the range 0.024 – 0.139 au Although negative 2ρb 

values generally indicate covalent interactions, there are exceptions such as the 

charge-shift bonds proposed by Shaik et al.74 Such bonds are marked by the BCPs 

with large value for the third eigenvalue of the Hessian (λ3) than the other two (λ1 

and λ2).75 Also the parallel principal axis of the ellipsoid aligned with the eigen 

vectors is smaller than the perpendicular one (c  a, b) and are obtained as, a = 

|ρ|/|λ1|, b = |ρ|/|λ2|, and c = |ρ|/|λ3| (assuming that all the critical points are 

rank three, i.e., λi 0, for i = 1-3). 

 

Table 2.7 Σρb values (au) of X‾…CO2 bond in complexes at the M06L/6-311++G** 

level of theory. 

n F‾ Cl‾ Br‾ CN‾ NO₂‾ NCCOO‾ ClOCOO‾ HOCOO‾ H₂NCOO‾ 

1 0.176 0.016 0.012 0.021 0.043 0.016 0.022 0.019 0.067 

2 0.029 0.035 0.028 0.037 0.068 0.039 0.045 0.04 0.089 

3 0.055 0.058 0.05 0.051 0.081 0.064 0.061 0.088 0.102 

4 0.139 0.078 0.069 0.074 0.102 0.088 0.078 0.107 0.12 

5 0.169 0.093 0.085 0.094 0.119 0.096 0.106 0.14 0.124 

6 0.205 0.118 0.103 0.117 0.145 0.121 0.123 0.14 0.131 

7 0.215 0.143 0.127 0.131 0.155 0.15 0.144 0.181 0.177 

8 - 0.174 0.147 0.165 0.183 0.165 0.166 0.201 0.191 

9 - 0.202 0.164 - - 0.193 0.215 0.223 0.224 

10 - - - - - 0.209 0.233 0.257 0.265 

11 - - - - - 0.229 0.252 0.278 0.290 

 

In all the cases studied here, Koch-Popelier criterion on ρb is valid for all the 

noncovalent interactions (Table 2.7) and the sign of 2ρ is positive whereas the 

covalent bonds, viz. F-C in FCOO‾, NC-C in NCCOO‾, ClO-C in ClOCOO‾, HO-C in 

HOCOO‾ and H2N-C in H2NCOO‾  show large ρb and negative 2ρ values. In the case 
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of (FCOO‾)(CO2)n, the ordered pair of (ρb, 2ρb) for the shortest F-C interaction is 

(0.1756, -0.0285) for n = 0, (0.1648, 0.0251) for n = 1,  (0.1072, 0.1983) for n = 2, 

and (0.0339, 0.1078) for n = 3. For FCOO‾, the F-C bond is completely covalent in 

nature as indicated by the large ρb and negative 2ρb values. For FCOO‾(CO2) and 

FCOO‾(CO2)2, ρb falls in the covalent range while the positive 2ρb indicates the 

possibility of charge-shift bonding. For instance, the shortest F-C interaction seen 

in FCOO‾(CO2) is marked by the eigenvalues -0.2928, -0.2808 and 0.5987 and the 

values of principal axes a, b and c of the ellipsoids aligned with the eigenvectors 

are 0.5412, 0.5644 and 0.2646, respectively. Here |λ3|  |λ1|, |λ2|  and c  a, b which 

support the formation of charge-shift bond.  Similar is the case of FCOO‾(CO2)2. 

Upon  addition of the fourth CO2, the existing covalent F-C interaction disappears 

and the noncovalent complex F‾(CO2)4 forms with ρb and 2ρb in the prescribed 

range.  

 

 

Figure 2.4  QTAIM bond critical points (purple dots) and bond paths (dotted 

lines) of X‾  (CO2)nmax  complexes at the M06L/6-311++G** level.  

Unlike FCOO‾, the interaction of ‘n’ number of CO2 with NCCOO‾, ClOCOO‾, 

HOCOO‾ and H2NCOO‾  does not change the covalent character of the initially 

F-(CO2)6 Cl-(CO2)9 Br-(CO2)9
CN-(CO2)8

H2NCOO-(CO2)11ClOCOO-(CO2)11HOCOO-(CO2)11
NCCOO-(CO2)11

NO2
-(CO2)8
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formed anion-carbon bond as ρb and  2ρb in all these cases show values in the 

range 0.2134 –  0.2852 au for the former and (-0.2837) – (-0.7866) au for the latter.  

 

 

Figure 2.5 (a) and (b) Correlation between Eb (kcal/mol) and Σρb (au) of X‾(CO2)n 

complexes at the M06L/6-311++G** level. 

 

Table 2.8 Slope (m) and correlation coefficient (R) of the plots between Eb and Σρb 

of X‾(CO2)n complexes at the M06L/6-311++G** level. 

Anion Slope (m) Correlation coefficient  (R) 

F‾ 358.67 0.9678 

Cl‾ 332.34 0.9801 

Br‾ 342.76 0.9969 

CN‾ 332.64 0.9902 

NO₂‾ 288.44 0.9959 

NCCOO‾ 256.85 0.9878 

ClOCOO‾ 221.78 0.9667 

HOCOO‾ 254.24 0.9933 

H₂NCOO‾ 235.63 0.9668 
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Table 2.9 Σρ1 values (au) of X‾···CO2 bond in complexes at the M06L/6-311++G** 

level of theory. 

n F‾ Cl‾ Br‾ CN‾ NO₂‾ NCCOO‾ ClOCOO‾ HOCOO‾ H₂NCOO‾ 

1 0.176 0.016 0.012 0.021 0.043 0.016 0.022 0.019 0.067 

2 0.014 0.045 0.022 0.031 0.068 0.039 0.044 0.034 0.089 

3 0.038 0.039 0.031 0.039 0.075 0.052 0.054 0.081 0.090 

4 0.113 0.049 0.039 0.048 0.089 0.065 0.061 0.085 0.102 

5 0.110 0.061 0.050 0.058 0.094 0.074 0.080 0.110 0.086 

6 0.117 0.071 0.056 0.068 0.083 0.085 0.088 0.097 0.068 

7 - 0.075 0.064 0.076 0.115 0.095 0.081 0.125 0.125 

8 - 0.080 0.075 0.079 0.114 0.097 0.105 0.141 0.122 

9 - 0.072 0.070 - - 0.110 0.124 0.145 0.151 

10 - - - - - 0.129 0.142 0.131 0.160 

11 - - - - - 0.116 0.147 0.138 0.141 

 

Table 2.10 Σρ2 values (au) of X‾···CO2 bond in complexes at the M06L/6-311++G** 

level of theory. 

n F‾ Cl‾ Br‾ CN‾ NO₂‾ NCCOO‾ ClOCOO‾ HOCOO‾ H₂NCOO‾ 

1 0 0 0 0 0 0 0 0 0 

2 0.015 0.006 0.006 0.006 0.000 0.000 0.001 0.006 0.000 

3 0.017 0.018 0.019 0.012 0.006 0.012 0.007 0.007 0.011 

4 0.027 0.029 0.029 0.025 0.013 0.023 0.017 0.022 0.018 

5 0.059 0.032 0.035 0.036 0.025 0.022 0.026 0.030 0.038 

6 0.088 0.047 0.048 0.049 0.062 0.036 0.035 0.043 0.063 

7 - 0.068 0.062 0.055 0.040 0.056 0.063 0.056 0.052 

8 - 0.094 0.072 0.086 0.069 0.068 0.061 0.061 0.068 

9 - 0.130 0.094 - - 0.083 0.091 0.078 0.074 

10 - - - - - 0.081 0.091 0.126 0.105 

11 - - - - - 0.113 0.105 0.140 0.149 
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The value of ρb is often used as a measure of the strength of the 

corresponding noncovalent bonding interaction while the sum of ρb (Σρb) can be 

indicative of the total stabilizing influence of the noncovalent interactions. The Σρb 

values presented in Table 2.7 for all the anions show a strong linear correlation 

with the total binding energy Eb (Figure 2.5).  The slope of the correlation plot 

(intercept is zero) can be used as a measure of the noncovalent binding affinity of 

the anions to CO2 molecules (Table 2.8). The decreasing order of the slope is F‾ > 

Br‾ > CN‾ > Cl‾ > NO2‾ > NCCOO‾ > HOCOO‾ > H2NCOO‾ > ClOCOO‾ and suggests that 

F‾ has the highest and ClOCOO‾ has the lowest affinity towards CO2. 

For all the anions, a linear increase in Eb is observed with respect to the 

number of CO2 adsorbed. For example, Eb for Cl‾(CO2) is -6.9 kcal/mol while that 

for Cl‾(CO2)9 is -60.1 kcal/mol; the stabilizing effect is more than nine times. The 

Eb/CO2 is nearly a constant for most of the anions. The steady increase in Eb with 

each CO2 adsorbed can be regarded as one of the most remarkable feature of the 

anion-CO2 interaction. With the addition of each CO2, the noncovalent anion….C 

binding distance (dint) steadily increases. For instance, in the case of Cl‾(CO2)n,  for 

n = 1, dint is 2.888 Å and it increases to 3.241Å for n = 9.  Such a distance feature 

may suggest a diminishing trend for Eb/CO2 with increase in the number of adsorbed 

CO2. In order to explain the observed steady value of Eb/CO2, the combined effect of 

primary anion…C interactions and secondary O···C interactions has to be 

evaluated. Hence Σρb is divided in to two parts, one for anion···C noncovalent 

interactions (Σρ1) (Table 2.9) and the other for O···C secondary interactions 

between adsorbed CO2 molecules (Σρ2) (Table 2.10). The correlation plots in 

Figure 2.5 suggest, 

Eb = m Σρb = m (Σρ1 + Σρ2)      (Eq. 2.2) 

Hence, total anion…C binding energy,   

   E1 = m Σρ1        (Eq. 2.3) 

and total O…C binding energy, 

E2 = m Σρ2         (Eq.2.4)
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Table 2.11 E1/CO2 (kcal/mol) of X‾···CO2 bond in complexes at the M06L/6-

311++G** level of theory. 

n F‾ Cl‾ Br‾ CN‾ NO₂‾ NCCOO‾ ClOCOO‾ HOCOO‾ H₂NCOO‾ 

1 -65.9 -5.8 -4.5 -7.6 -13.4 -4.6 -5.3 -5.2 -17.4 

2 -2.6 -5.1 -4.1 -5.5 -10.6 -5.7 -5.4 -4.7 -11.7 

3 -4.8 -4.6 -3.8 -4.7 -7.8 -5.0 -4.4 -7.5 -7.8 

4 -10.6 -4.4 -3.6 -4.4 -7.0 -4.7 -3.8 -6.0 -6.7 

5 -8.2 -4.3 -3.6 -4.1 -5.9 -4.3 -4.0 -6.1 -4.5 

6 -7.3 -4.2 -3.4 -4.1 -4.3 -4.1 -3.6 -4.5 -3.0 

7 - -3.8 -3.4 -3.9 -5.2 -3.9 -2.9 -5.0 -4.6 

8 - -3.5 -3.5 -3.6 -4.5 -3.5 -3.2 -4.9 -4.0 

9 - -2.8 -2.9 - - -3.5 -3.4 -4.5 -4.4 

10 - - - - - -3.7 -3.5 -3.7 -4.2 

11 - - - - - -3.0 -3.3 -3.5 -3.3 

 

Table 2.12 E2/CO2 (kcal/mol) of X‾···CO2 bond in complexes at the M06L/6-

311++G** level of theory. 

n F‾ Cl‾ Br‾ CN‾ NO₂‾ NCCOO‾ ClOCOO‾ HOCOO‾‾ H₂NCOO‾ 

1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

2 -2.7 -1.1 -1.0 -1.1 0.0 0.0 0.2 0.8 0.0 

3 -2.1 -2.2 -2.3 -1.4 -0.6 -1.1 -0.6 -0.7 -1.0 

4 -2.5 -2.5 -2.7 -2.3 -1.0 -1.7 -1.1 -1.5 -1.2 

5 -4.4 -2.3 -2.6 -2.6 -1.6 -1.3 -1.3 -1.7 -2.0 

6 -5.5 -2.8 -2.9 -3.0 -3.2 -1.7 -1.4 -2.0 -2.7 

7 - -3.4 -3.3 -2.8 -1.8 -2.3 -2.2 -2.2 -1.9 

8 - -4.2 -3.3 -3.9 -2.7 -2.4 -1.9 -2.1 -2.2 

9 - -5.1 -3.8 - - -2.7 -2.5 -2.4 -2.1 

10 - - - - - -2.3 -2.3 -3.5 -2.7 

11 - - - - - -3.0 -2.4 -3.6 -3.5 
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The E1/CO2 and E2/CO2 data presented in Table 2.11 and Table 2.12, 

respectively suggest that the contribution from the anion···C interaction is 

decreasing while that due to O···C interaction is increasing with increase in the 

number of adsorbed CO2 molecules (Figure 2.6). The interactions compensate for 

the weakening of primary interactions in large clusters. In fact, in large clusters, 

secondary interactions dominate over the primary interactions and the sum of 

both interactions per CO2 adsorbed maintains a constant value. The E1 and E2 data 

clearly suggest that cooperativity between the adsorbed CO2 molecules is very 

high leading to the formation of large clusters. Here cooperativity means that 

adsorption of a CO2 molecule promotes the adsorption of yet another CO2 due to 

enhancement in the secondary interaction and such a process continues till the 

primary coordination shell of the anion is saturated. Many of the secondary O…C 

interactions among the adsorbed CO2 molecules are showing tetrel bond 

characteristics, arising from the electron density donation from the oxygen lone 

pairs to the carbon centers.76-79 

 

Figure 2.6 Correlation plot for E1/CO2 and E2/CO2 vs number of CO2 molecules (n) 

for Cl‾(CO2)n at M06L/6-311++G** level. 
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2.3.3 MESP analysis 

  According to Gadre-Pathak theorem, an anion or an anionic complex can be 

characterized by locating a negative-valued MESP surface that engulfs the whole 

system.80 Analysis of such a surface is useful in understanding the delocalized nature 

of the extra electron in the system.  It is expected that as the size of the CO2 cluster 

increases, the delocalization increases leading to a decrease in the magnitude of the 

value of the MESP surface that engulfs the whole system (Vmax). This can be 

illustrated using a representative case, Br‾(CO2)n for which the most negative-valued 

isosurface engulfing the whole complex is given in Figure 2.7. For every anion…C 

noncovalent interaction, some amount of electron density gets transferred from the 

anion to the CO2 whereas the secondary O···C interactions lead to further 

reorganization of the electron density.  

 

 

 

Figure 2.7  MESP of CO2  complexes of Br ‾  at the M06L/6-311++G** level. The 

minimum value of MESP that engulfs the whole anion ( Vmax) is depicted in au. 

The charge delocalization from anionic center to the surrounding solvent shell in 

anionic clusters of CO2 had been observed in the spectroscopic studies by the 

Neumark35, 69, Bowen81 and Weber5, 44, 82 groups. The Lineberger group also reported 

the redistribution of the negative charge on anion towards the solvent shell 
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surrounding it in their works on solvent mediated charge distribution in anionic 

clusters.83-85 In our study, we observed a gradual decrease in the negative character 

of Vmax with increase in the size of the cluster.  However, marginal irregularities in 

this trend are observed in some cases due to structural differences. 

 

Figure 2.8  Correlation between Eb and (ΔVn) of X‾(CO2)n  complexes at the  

M06L/6-311++G** level.  

Previous studies by Suresh et al. have shown that analysis of MESP at the nucleus 

(Vn)  of intermolecularly interacting atoms in molecules can give insight in to the 

strength of interactions.51, 52 In the present study, the donation of electron density 

from the anion to CO2 suggest a decrease in the magnitude of Vn at every atoms of the 

anion. The change in MESP due to complexation with CO2 at every atom of the anion 

(ΔVn) is computed to obtain the total change in MESP ((ΔVn)) for the anion (Table 

2.13). The negative character of (ΔVn) decreases steadily with increase in the 

number of CO2 adsorbed. Also the strong correlations are observed between (ΔVn) 

and Eb. Though the correlation appears linear for most of the data, a second degree 

polynomial is the best fitting for the data (Figure 2.8) wherein the correlation 
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coefficients fall in the range 0.9817 to 0.9995. The case of F‾ is not included because 

of its unique nature the covalent to noncovalent transformation as cluster size 

increases - and the availability of only three noncovalent points. 

 

Table 2.13 (ΔVn)  in X‾ (CO2)n complexes at the M06L/6-311++G** level of theory. 

n F‾ Cl‾ Br‾ CN‾ NO₂‾ NCCOO‾ ClOCOO‾ HOCOO‾ H₂NCOO‾ 

1 -122.6 -11.6 -8.4 -26.4 -69.2 -39.5 -40.7 -42.2 -102.0 

2 -131.2 -19.5 -15.0 -41.5 -121.9 -82.0 -68.9 -88.2 -125.6 

3 -117.1 -26.0 -20.3 -55.6 -124.0 -105.9 -94.0 -135.2 -138.7 

4 -97.0 -31.8 -25.4 -65.2 -137.0 -127.7 -108.5 -149.4 -154.7 

5 -98.0 -37.8 -30.5 -76.2 -154.3 -154.3 -136.8 -193.7 -184.1 

6 -103.3 -43.1 -34.7 -86.5 -149.0 -169.4 -135.3 -191.2 -166.1 

7 - -47.2 -39.1 -95.2 -163.4 -167.3 -169.8 -230.0 -217.4 

8 - -51.2 -43.6 -102.8 -181.7 -193.0 -169.3 -249.5 -231.2 

9 - -53.4 -44.7 - - -188.1 -161.1 -258.9 -218.0 

10 - - - - - -216.5 -188.3 -273.5 -238.6 

11 - - - - - -229.8 -222.6 -279.0 -241.7 

  

2.4 Conclusions 

The interactive behaviour of mono atomic and polyatomic anions with large 

number of CO2 molecules has been studied using M06L/6-311++G** level DFT.  In 

case of F‾, ClO‾, HO‾ and H2N‾ anions, the interaction of a CO2 leads to the formation 

of the corresponding carboxylate anion, viz. FCOO‾, ClOCOO‾, HOCOO‾ and H2NCOO‾ 

due to the formation of anion-C covalent bond.  With the intake of more than three 

CO2 molecules, anion-C covalent bond observed for F‾ changes to a noncovalent 

interaction while the rest of the anions retain the initially formed covalent bond 

and produce the noncovalent CO2 complexes of the carboxylate anions. In case of 
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CN‾, the C end of the anion interacting with CO2 leads to the formation of       anion-

C covalent bond and further uptake of CO2 is accounted by the corresponding 

carboxylate anion NCCOO‾.  If the interaction of first CO2 is on the N end of the 

anion, noncovalent anion···C interaction occurs and further uptake of CO2 gives 

noncovalent complex. In case of Cl‾, Br‾, and NO2‾, only noncovalent complex 

formation is observed. The energetics data of the anion-CO2 noncovalent 

complexes show that the anions maintain almost a constant value of Eb/CO2 with 

increasing number of CO2 molecules. In addition to the anion···C noncovalent 

interactions, the secondary O···C interactions between adsorbed CO2 molecules 

contribute significantly to the stability of the clusters, which is confirmed by 

finding strong correlation between the binding energy data and electron density 

data of noncovalent bond critical points in QTAIM analysis. As the CO2 cluster size 

increases around the anion, the total effect of secondary O···C interactions 

increases while that of primary anion···C interaction decreases. A steady value of 

Eb/CO2 is observed in almost all anions because the reduction in primary 

interactions is compensated by increase in secondary interactions.  MESP analysis 

is found to be very useful for assessing the delocalization of the extra electron in 

the system through the network of adsorbed CO2 molecules. All anions show a 

steady decrease in the negative character of MESP at the nuclei as the cluster size 

increases. The MESP data correlates well with the binding energy data through a 

second degree polynomial equation. This study demonstrates the remarkable 

ability of anions to bind with several molecules of CO2 and such a character of the 

anion is attributed to the cooperativity in secondary O···C interactions which gives 

significant stabilizing effect on the complex even though primary anion···C 

interactions decreases with increasing number of CO2 adsorbed. 
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Part A: Guanidine as a Strong CO2 Adsorbent: A 

DFT Study on Cooperative CO2 Adsorption 

 

3.1 Abstract 

Among the various carbon capture and storage (CCS) technologies, direct air 

capture (DAC) of CO2 by engineered chemical reactions on suitable adsorbents has 

attained more attention in recent times. Guanidine (G) is one of such promising 

adsorbent molecules for CO2 capture. Recently Lee et al. reported the binding energy (Eb) 

-5.5 kcal/mol for the G···CO2 complex at CCSD(T)/CBS level which was one of the best 

noncovalent interaction observed for CO2 among several functional molecules. Here we 

show that the noncovalent G···CO2 complex can transform to a strongly interacting G-CO2 

covalent complex under the influence of multiple G and CO2. The study conducted at M06-

2X /6-311++G** level density functional theory shows Eb = -5.7 kcal/mol for G···CO2 with 

N···C distance 2.688 Å while almost a five-fold increase in Eb (-27.5 kcal/mol) is observed 

for the (G-CO2)8 cluster wherein the N-C distance is 1.444 Å.  All the (G-CO2)n clusters (n 

= 2 – 10) show strong N-CO2 covalent interaction with N-C distance gradually decreasing 

from 1.479 Å for n = 2 to 1.444 Å for n = 8  9, 10. The N-CO2 bonding gives (G+)-(CO2-) 

zwitterion character for G-CO2 and the charge-separated units preferred a cyclic 

arrangement in (G-CO2)n clusters due to the support of three strong intermolecular 

O···HN hydrogen bonds from every CO2.  The O···HN interaction also enhances with an 

increase in the size of the cluster up to n = 8. The high Eb is attributed to the large 

cooperativity associated with the N-CO2 and O···HN interactions. The quantum theory of 

atoms in molecules (QTAIM) analysis confirms the nature and strength of such 

interactions and also finds that the total binding energy is directly related to the sum of 

the electron density at the bond critical points of N-CO2 and O···HN interactions. Further, 

molecular electrostatic potential analysis shows that the cyclic cluster is stabilized due 

to the delocalization of charges accumulated on the (G+)-(CO2-) zwitterion via multiple 
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O···HN interactions.  The cyclic (G-CO2)n  cluster formation is a highly exergonic process 

which reveals the high CO2 adsorption capability of guanidine.    

3.2 Introduction 

The balance of the planetary climate is facing a major challenge from 

calamitous increase in global temperatures resulting from the increased emission 

of various anthropogenic greenhouse gases (GHG), most importantly CO2.1 To 

reduce atmospheric CO2 concentration and thereby to manage the long-run risks 

of persistent climate changes it has become highly important to remove CO2 from 

the air faster than nature does.2, 3 Though a lot of research activities are going on 

in this area of carbon capture and storage (CCS), still we need better sequestration 

methods, a long term exploratory research effort for the development of air 

capture along with other direct methods for the active removal of CO2 from the 

atmosphere.4, 5 One promising approach among various negative emissions 

technologies (NETs) which aim at reducing the atmospheric CO2 concentration is 

direct air capture (DAC), a process that removes CO2 from the air by engineered 

chemical reactions.6-10  In 1999 Lackner et al. familiarized the concept of capturing 

CO2 from air for climate change mitigation.11 This hurled a discussion on whether 

DAC is an important and viable option for reducing greenhouse gas levels or not.12-

18 DAC stands different from other NET methods, owing to its use of abiogenic 

means of removing CO2 from the atmosphere.19 Since the overall atmospheric 

concentration of CO2 is very low, the absorbents should have very strong binding 

affinity and good selectivity against other components in air like water. Another 

important challenge in the DAC is the regeneration of the sorbent and the energy 

spent in these regeneration processes.  

 Several experimental and theoretical studies have been carried out to 

understand the binding interaction of CO2 with different molecules. Alkhabbaz et 

al. evaluated CO2 adsorption performance of aminosilica adsorbents prepared by 

the impregnation of guanidinylated poly(allylamine) (GPAA) into silica 

mesocellular foam supports. From the CO2 adsorption-desorption cycling 
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experiments they found that the GPAA adsorbents have a better stability and 

regenerability at higher temperatures, making this class of materials suited for 

temperature swing cycles operating in a higher temperature regime than 

traditional aminosilica adsorbents based on PEI.20 Wang et al. synthesized 

polybenzoxazine-based polymer sphere as CO2 adsorbent and reported that the 

nitrogen content of the carbon adsorbent is a booster for CO2 adsorption capacity 

at low pressures.21   In this material the porous carbon spheres contain intrinsic 

nitrogen-containing groups. Sabet-Sarvestani et al. studied the role of four 

guanidine based supper bases 1,8-diazabicyclo[5.4.0]undec-7-ene (DBU), 1,5- 

diazabicyclo[4.3.0]non-5-ene (DBN) 1,1,3,3-tetramethylguanidine (TMG), and 

1,5,7-triazabicyclo[4.4.0]dec-5-ene (MTBD) in the conversion of carbon dioxide 

and 2-aminobenzonitrile to quinazoline-2,4(1H, 3H)-diones.22 But the 

triazabicyclo derivative of guanidine incorporated mesoporous silica 

nanoparticles (MCM) has shown a weak adsorption capacity for CO2 compared to 

the other modified versions of MCM.23 Aqueous solution of 2,6-

pyridinebis(iminoguanidine), PyBIG  was found to be an efficient absorbent to be 

employed in the DAC process, owing to the low aqueous solubility of the carbonate 

salt, (PyBIGH2)(CO3)(H2O)4  even in the very low concentration of CO2 in the air.24, 

25 A mild heating at 120°C is sufficient for the regeneration of the PyBIG sorbent, 

which then can be reused in another DAC cycle. Thus the overall process remains 

as an energy efficient DAC technology. Custelcean et al. studied the chemical 

bonding and intermolecular interactions in the highly insoluble carbonate salt of a 

2,6-pyridine-bis(iminoguanidine), within the framework of the QTAIM based on 

the experimental electron density derived from X-ray diffraction data obtained at 

20 K.26 They also patented guanidine compounds for carbon dioxide capture 

(US10583387B2).27 Though first reported in 1898 by the German chemist 

Johannes Thiele28, iminoguanidines are grabbing more attention in the last five 

years due to its high recognition abilities towards hydrophilic oxyanions through 

strong and complementary hydrogen bonding from the guanidinium groups.  

Cooperativity originating from the long-range interactions between two 

identical or different sites lead various important implications for many systems, 
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including ligand–receptor binding,29 catalysis,30-33 and CO2 adsorption34-37 

through the tuning of these cooperative interactions. In 2001, Schmuck 

demonstrated self-assembling of 2-(guanidiniocarbonyl)-pyrrole-4-carboxylate 

zwitterion into oligomeric structures in DMSO due to ion pairing between the 

carboxylate function and the guanidinium group of neighboring monomers 

resulting in one-dimensional assemblies.38 Cooperative interactions enhance the 

CO2 adsorption enthalpy with the CO2-binding energy of a functional group.39 In 

2017, Steinhardt et al. reported cooperative CO2 absorption in solution phase 

system comprising bidentate guanidine and bidentate alcohol at ambient 

temperature.40 Cooperative adsorption of gases by porous frameworks permits 

more efficient gas uptake and removal than the more usual non-cooperative 

(Langmuir-type) adsorption.41 In the case of CO2 capture by amines, the higher 

degrees of amination will not be necessarily favorable as excessive clustering of 

amine groups can interfere with CO2 binding. This was clearly demonstrated by 

Vaidhyanathan et al. through combined experiment and simulation methods that 

cooperative interactions between CO2 molecules contribute significantly to 

binding energies and sorbents with pores that bind higher aggregates of CO2 will 

significantly enhance heats of adsorption.42 Recently, Kim et al. reported a family 

of robust tetraamine-functionalized frameworks that retain cooperativity, leading 

to the potential for exceptional efficiency in capturing CO2 under the extreme 

conditions relevant to natural gas flue emissions.43 Very recently, Hosseini et al. 

investigated the ability of sphingosine kinase inhibitor (SphKI) with multiple 

reaction including guanidine and oxadiazole groups to bind CO2 using symmetry-

adapted perturbation theory and a non-covalent interaction approach.44 The 

strongest binding energy between SphKI and CO2 is a -12.9 kcal/mol, in complex 

C1, indicating that guanidine in the polar head  plays an important role in CO2 

capture.  

In 2015, Lee and co-workers reported a study on the interaction of CO2 with 

various functional molecules using density functional theory (DFT) and 

wavefunction methods.45 They suggested guanidine as one of the molecules having 

strong interaction with CO2 and the reported binding energy 5.5 kcal/mol at 
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CCSD(T)/CBS method was better than that of many functional molecules.  Though 

their study showed a high affinity for guanidine towards CO2, the binding energy 

suggests only a weak noncovalent interaction and may not be sufficient enough to 

explain the strong adsorption capability of guanidine as such an association 

process is always accompanied by entropy loss. A free energy lowering would be 

expected for an association process when the binding energy for a two body 

interaction is typically around 8 – 10 kcal/mol.  Here a systematic study is 

proposed for analyzing both noncovalent and covalent interaction possibilities of 

guanidine (G) molecules with CO2 molecules. The cooperativity involved in the CO2 

binding of the guanidine molecules is revealed in the study to suggest guanidine 

as a promising adsorbent for CO2 capture. Most of the reported works involves the 

cooperativity in the adsorption of CO2 molecules onto the material surface.37, 41, 43, 

46-48  This study will focus on the molecular level analysis of the interaction 

between the CO2 and G molecule and the cooperativity involved in the stabilization 

of their large cluster.  

3.2.1 Computational methods 

All the geometry optimizations are carried out at the M06-2X/6-311++G** 

level of DFT using Gaussian 16 suite of programs.49 M06-2X functional is regarded 

as one of the best methods for modelling intermolecular noncovalent 

interactions.50 The vibrational frequency analysis has been carried out on all 

optimized geometries which confirms the energy minima nature of them with all 

real frequencies. The interaction energies of the guanidine-CO2 complexes are 

calculated using the supermolecule approach. For any two interacting subsystems 

A and B, stabilization energy or the binding energy (Eb) of the supermolecule C is 

calculated using the equation; 

Eb = EC – EA - EB      (Eq. 3.1) 

EA, EB, and EC represent zero-point energy (ZPE)-corrected energy of G, CO2 and 

guanidine-CO2 complex, respectively. Further, correction for the basis set 

superposition error (BSSE)51-54 is made by the counterpoise (CP) approach of Boys 

and Bernardi.55, 56 Similarly free energy change  and enthalpy change at standard 
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temperature and pressure (STP) associated with the interaction is calculated using 

supermolecule approach. Further the entropy change involved in G···CO2 

clustering is also calculated. 

Atom–atom interactions are distinguished as covalent and noncovalent 

interactions based on the electron densities at the respective BCPs (ρb) as well as 

from the sign of the corresponding Laplacian (2ρb) from the Bader’s QTAIM 

analysis using AIMAll package. The sum of electron density  at the BCPs (Σ𝜌b) and 

the sign of Laplacian of electron density (2ρb) are also analyzed for all the 

complexes. Molecular electrostatic potential (MESP) analysis is carried out on all 

the complexes at M06-2X/6-311++G** level of theory to understand the charge 

delocalization across the G and CO2 units in the clusters. Further, a benchmark set 

of calculations is done on a representative case using B3LYP, B3LYP-D3, BP86-D3, 

M06-2X-D3 and wB97XD levels in conjunction with the basis set 6-311++G**. The 

D3 stands for Grimme’s dispersion correction. 

3.3 Results and discussion 

The interaction of the molecule G with molecules of CO2 has been studied 

through the structure and energetics parameters. Figure 3.1 gives the 

representative structures of the optimized geometries of G(CO2)n clusters. The 

binding energy, Eb of first molecule of CO2 with sp2 hybridized (imine) N atom of G 

is -5.7 kcal/mol (Table 3.1).  With the increase in the number of CO2 molecules, 

total Eb value increases. Additional CO2 molecules are also found to be interacting 

with the imine N atom of G. The distance of interaction (dint) of CO2 with the imine 

N of G increases from 2.688 Å in G(CO2) to an average value 2.930 Å in G(CO2)4, 

which indicates a decrease in the strength of interaction of each CO2 with the imine 

N. However, the Eb/CO2 values given in Table 3.1 shows that with the increasing 

number of molecules of CO2, the value of Eb/CO2 for G(CO2)n systems are found to be 

comparable from  n = 3. The phenomenon of maintaining a similar of Eb/CO2 could 

be due to additional stabilizations other than the N···CO2 interactions. To 

understand the additional stabilizations in the G(CO2)n systems we carried out the 

QTAIM analysis. 



107 
 

 

Figure 3.1  Optimized geometries of G(CO 2)n complexes with their d int (Å), and 

OCO angle,  (°) at M06-2X/6-311++G**. 

 

Figure 3.2  QTAIM plots of G(CO2)n complexes for n = 1  to 4 at M06-2X/6-

311++G**. 

The QTAIM plot of G(CO2) shows BCP for imino(N)···CO2 interaction with ρb 

value 0.0165 au as well as BCP for NH···OCO interaction with ρb value 0.0121 au. 

In all other case, the N···CO2 and NH···OCO interactions are observed for at least 

one CO2 molecule. Further, multiple N···CO2 interactions are identified in many 

cases through the location of BCPs. In addition to N···CO2 and NH···OCO 

interactions, all G(CO2)n clusters with n > 1 showed (Figure 3.2) BCPs between the 

adsorbed CO2 molecules, indicating the presence of secondary O···C interactions.  

G GCO2

G(CO2)3

G(CO2)2

G(CO2)4 G(CO2)10

G(CO2)4G(CO2)3G(CO2)2G(CO2)
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As n increases, multiple O···C interactions occurs in G(CO2)n clusters, leading to 

significant cooperative stabilization of the cluster.  This kind of cooperative 

stabilizations were already reported for the clustering of CO2 around anions.57  

 

Table 3.1 ZPE and BSSE corrected Eb, ΔG, Eb/CO2 and ΔG/CO2 (kcal/mol) of  G(CO2)n 

complexes at M06-2X/6-311++G** level. 

n Eb  Eb/CO2  ΔG ΔG/CO2  ΔH  TΔS  

1 -5.7 -5.7 2.3 2.3 -5.5 -7.8 

2 -10.3 -5.2 6.8 3.4 -9.9 -16.7 

3 -14.1 -4.7 11.5 3.8 -13.3 -24.8 

4 -18.4 -4.6 16.7 4.2 -17.4 -34.1 

5 -21.6 -4.3 20.9 4.2 -20.2 -41.1 

6 -26.6 -4.4 25.7 4.3 -25.2 -50.9 

7 -31.9 -4.6 31.6 4.5 -30.3 -61.9 

8 -35.2 -4.4 37.3 4.7 -33.3 -70.6 

9 -38.9 -4.3 43.9 4.9 -36.9 -80.8 

10 -43.6 -4.4 49.0 4.9 -41.5 -90.5 

 

Though the imine N···CO2 interactions become weaker with increasing 

value of n, due to the additional stabilization from the O···C interactions, Eb/CO2 

maintains a steady value around -4.4 kcal/mol even up to n = 10. The OCO bond 

angle,   shows a small change, 3 - 5° from free CO2 molecule indicating that the 

G···CO2 interaction does not make any significant structural deformation on CO2. 

Also on the free energy scale, the clustering of CO2 around G is found to be an 

endergonic process (Table 3.1). This is due to the large decrease in entropy 

associated with the clustering.  The energy data in Table 3.1 clearly suggest that a 

spontaneous formation of G(CO2)n system is impossible at standard temperature 

and pressure (STP) conditions for any value of n. In order to further assess the 

affinity of CO2 to bind with G, the G···G interaction has to be addressed.  
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Figure 3.3  Optimized geometries with respective Eb values of (G)2 , 

(G)2CO2 and (G-CO2)(G) complexes with their d int (Å),  (°) and Eb and ΔG 

values at M06-2X/6-311++G**. 

The guanidine dimer ((G)2) shown in Figure 3.3a shows two amino to imino 

NH···H hydrogen bond interactions, resulting to Eb -12.2 kcal/mol.  Such a dimer 

formation is spontaneous as ΔG -2.7 kcal/mol indicates an exergonic process. This 

result also suggests that G···CO2 interaction would be inadequate to break the G···G 

interaction to make G···CO2 complex. Hence the interaction of CO2 with (G)2 is 

considered.  Two configurations are obtained for (G)2···CO2 complex; the first one 

designated as (G)2(CO2) is depicted in Figure 3.3b and the second one designated 

as (G-CO2)(G) is given in Figure 3.3c. Compared to (G)2, the Eb of (G)2(CO2) is 

enhanced by 1.2 kcal/mol whereas that of (G-CO2)(G)  is decreased by 2.1 

kcal/mol. In both the cases, insertion of CO2 occurs to the NH···H hydrogen bond 

of (G)2. In (G)2(CO2), the N···C distance 2.665 Å indicates a weak noncovalent bond 

whereas the N-C distance 1.541 Å in (G-CO2)(G)  indicates the formation of a strong 

coordination bond.  Also formation of the N-C coordination bond changes the 

linear OCO to a bent OCO with angle 135.4o. Hereafter, the use of hyphen in the 

notation G-CO2 would indicate a coordinate N-C bond formation.   Both the 

complexations involve positive ΔG values and are less likely to occur at STP.  

(G)2(CO2) (G-CO2)(G)

Eb= -10.1kcal/molEb = -13.4 kcal/mol

(G)2

Eb= -12.2 kcal/mol

a b c

ΔG = 8.3 kcal/molΔG = 4.7 kcal/molΔG = -2.7 kcal/mol
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Figure 3.4  MESP topographic plots for the G-CO2  unit with their d int (Å), and 

 (°) at various N-C distances of interaction at M06-2X/6-311++G** at 

isosurface value = 0.01 au. 

Figure 3.5  Optimized geometries of  (G-CO2) dimer  and (G-CO2) trimer 

complexes with their d int  (Å),   (°) and their respective ZPE- and BSSE 

corrected Eb values. 

The G-CO2 portion of (G-CO2)(G)  given in Figure 3.3c can be regarded as 

guanidinium carboxylate zwitterion (G+)-(CO2-) and a unique aspect of this 

structure is that it cannot exist independently. Compared to G···CO2 noncovalent 

interaction, the N-C bond formation in G-CO2 leads to charge transfer from imine 

N to the O centers of CO2. The transformation of the G···CO2 interaction from 

noncovalent to a highly charge separated (G+)-(CO2-) interaction can happen only 

when the accumulated charges are utilized for developing further interactions. 

Figure 3.4 depicts the + and – charge accumulation when (G)(CO2) is changed to G-
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Eb = -35.9 kcal/molEb = -58.3kcal/molEb = -32.8 kcal/mol Eb = -18.9 kcal/mol
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CO2 in terms of MESP plots on isodensity surface for configurations optimized for 

various N-C distances.  In the noncovalent G(CO2) with N···C distance 2.688 Å, the 

imine N atom shows charge concentration (dark blue region on N) due to its lone 

pair. A clear shift of the electron cloud from G to CO2 is evident when the distance 

of interaction gradually changes to the covalent distance 1.541 Å (the last 

configuration in Figure 3.4).  This zwitterion configuration (G+)-(CO2-) is clear from 

the MESP plot which shows charge concentration on the O centers (dark blue) and 

charge depletion on the guanidinium portion (red region).   

Although (G+)-(CO2-) zwitterion structure does not exist, we consider the 

possibility of dimer formation of such a structure to derive additional stabilizing 

interactions.   Surprisingly, the zwitterion dimer (Figure 3.5a) is an energy 

minimum and corresponds to a total stabilization of -32.8 kcal/mol (complexation 

energy for two G’s with two CO2). Also the complexation leads to a free energy 

lowering by 1.00 kcal/mol.  Compared to the zwitterion dimer, the noncovalent 

dimer (G)2(CO2)2 (Figure 3.5b) gives a complexation energy -18.9 kcal/mol and the 

process is endergonic by 7.9 kcal/mol.  The N-C bond length of zwitterion dimer is 

1.479 Å which is 0.062 Å shorter than G-CO2(G) complex and indicates the 

improved interaction between G and CO2 in the presence of the zwitterion than the 

simple G. The zwitterion species interact through better complimentary 

electrostatic interactions than that involving neutral species. In zwitterion dimer, 

strong interactions arise due to the large number of inter- and intramolecular H- 

bonds, which cooperatively induces the binding of the activated G unit with the 

CO2 molecule.  

The complimentary hydrogen bond interactions as seen in the zwitterion 

dimer can be extended to higher order clusters.  For instance, in the zwitterion 

trimer (Figure 3.5c), the binding energy is further enhanced to -58.3 kcal/mol with 

free energy lowering by 3.1 kcal/mol.  Here, formation of the corresponding 

noncovalent trimer (Figure 3.5d) can be regarded as unlikely due to the highly 

endergonic character (14.1 kcal/mol).  The optimized geometries of (G-CO2)n 

clusters (n = 4 - 10) are given in Figure 3.6 and the Eb and ΔG values for all the 
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clusters are listed in Table 2. A cyclic growth pattern is emerged for these higher 

order clusters.  

 

Table 3.2 ZPE and BSSE corrected Eb, Eb/CO2, ΔG, and, ΔG/CO2 (kcal/mol) of (G-CO2)n 

complexes at M06-2X/6-311++G** level. 

n Eb  Eb/CO2  ΔG  ΔG/CO2  

1 -5.7 -5.7 2.3 2.3 

2 -32.8 -16.4 -1.0 -0.5 

3 -58.3 -19.4 -3.1 -1 

4 -93.4 -23.4 -16.6 -4.1 

5 -126.6 -25.3 -28.3 -5.7 

6 -158.8 -26.5 -39.7 -6.6 

7 -191.5 -27.4 -53.8 -7.7 

8 -219.9 -27.5 -62.2 -7.8 

9 -244.4 -27.2 -64.0 -7.1 

10 -265 -26.5 -62.6 -6.3 

 

The cyclic structure enables the participation of all the O centers for 

intermolecular hydrogen bond interaction with the NH bonds (O···HN interaction). 

In such structures, the positively charged guanidine portion is nicely poised for 

complementary interaction from the negatively charged carboxylate group leading 

to the formation of multiple hydrogen bonds and delocalization of the accumulated 

charges on each (G+)-(CO2-). For n = 4 – 7, the (G-CO2)n shows a bowl like shape. 

The bowl depth is the maximum for n = 4 (2.890 Å) and it rapidly decreases to 

2.508 Å for n = 5. For n = 6 and 7, the bowl depth further decreases to 1.947 Å and 

1.013 Å, respectively indicating the tendency towards planarization as n increases. 

Almost a planar structure is observed for n = 8 and this structure showed the 

highest binding energy. Beyond n = 8, the structure tends to distort from planarity.  

Also the N-C distance shows a decreasing trend as n goes from 4 – 8 indicating that 

the planarization enhances the stability of the complex. Also the bond angle of 
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O···HN interaction gradually increases from 145.2⁰ for n = 2 to the highest value 

178.5⁰ for n = 8 and thereafter, the O···HN decreases. It is clear that the highest 

strength for the hydrogen bond is provided by geometrically preferred linear 

arrangement of the atoms of O···HN interaction which is achieved at the most 

planar configuration, n = 8.  

 

Figure 3.6 Optimized geometries of (G-CO2)n complexes at M06-2X/6-311++G** 

level for n= 4 to 10. 

Recently, Bijina and Suresh used MESP analysis to derive the positive 

cooperativity in a large variety of intermolecular trimer complexes.58 Always the 

trimer showed a better bonding scenario than the dimer due positive cooperativity 

(GCO2)2 (GCO2)3

(G-CO2)8 (G-CO2)9 (G-CO2)10

(G-CO2)6(G-CO2)5 (G-CO2)7

(G-CO2)4
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arising from the electron donor-acceptor nature of the interactions. Here in (G-

CO2)n clusters, G units donates N-lone pair electrons to CO2 and the resulting (G+)-

(CO2-) zwitterion structures are assembled in a cyclic fashion due to 

complementary electrostatic interactions and positive cooperativity. Recently, 

Wang et al. observed the formation of zwitterionic guanidinium/carboxylate salts 

derived from amino acids through the bonding of carboxylate to the guanidine N–

H bonds.59  Also formation of self-assembly of 2-(guanidiniocarbonyl)-pyrrole-4-

carboxylate mediated via intermolecular ion pairing between the carboxylate of 

one and the guanidinium group of another molecule was reported by Schmuck.38 

The linear growth pattern for (G-CO2)n clusters is found to yield higher energy 

structures. 

 

Figure 3.7 Plot showing the enhancement in Eb/CO2 and ΔG/CO2 (kcal/mol) with 

increase in the number of (G-CO2) units.  

Figure  3.7 shows the variation of Eb/CO2 and ΔG/CO2 with the number of (G-

CO2)n units. All cases show negative ΔG/CO2 which increases as n increases and 

reaches to the best at n = 8 (Table 3.2). Similarly, Eb/CO2 shows the increasing 

stability of the complex as ‘n’ increases. Larger clusters are thus associated with 
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higher degree of cooperativity in the CO2 adsorption. The (G-CO2)8 cluster appears 

as the most stable and beyond n = 8, the stability of the complexes show a 

decreasing trend.   

3.3.1 NMR analysis 

Formation of (G+)-(CO2-) zwitterion structures is also observed in the NMR 

analysis of the (G-CO2)n clusters (Table 3.3) as indicated by the presence of peaks 

corresponding to carboxylate group (COO-). NMR calculations are carried out for 

the (G-CO2)n complexes  and the reference compound TMS to obtain the magnetic 

shielding value (σ) of the C nucleus. Nuclear magnetic resonance (NMR) analysis 

has been carried out using the Gauge-Independent Atomic Orbital (GIAO) 

method60 at M06-2X/6-311++G** level. The calculated magnetic shielding value 

(σ) is converted into a chemical shift (δ) by calculating the magnetic shielding of 

the reference compound,61 trimethyl silane (TMS) as,  

𝛿𝑛𝑢𝑐𝑙 = 𝜎𝑟𝑒𝑓 − 𝜎𝑛𝑢𝑐𝑙  (Eq. 3.2) 

where δnucl is the chemical shift of the nucleus under study (here C of CO2), σref is 

the calculated shielding of TMS, and σnucl is the calculated shielding of the C. 

 

Table 3.3. Average δ values of C nucleus of the CO2 molecules in (G-CO2)n 

complexes at M062X/6-311++G** level. 

System δ (ppm) System 
δ 

(ppm) 

CO2 139 (G-CO2)6 169 

G(CO2) 140 (G-CO2)7 169 

(G-CO2)2 164 (G-CO2)8 170 

(G-CO2)3 168 (G-CO2)9 170 

(G-CO2)4 168 (G-CO2)10 170 

(G-CO2)5 169 - - 

 



116 
 

From theses δ values are calculated using the equation 3.2. The δ value 

observed for the CO2 is 139 ppm. The values observed for the G-CO2 is 140 ppm 

which is comparable to that of CO2. (G-CO2)2 onwards the δ value is found to have 

a large jump to 160 ppm and the value slightly increases to 164 ppm for (G-CO2)3 

and beyond this δ value remains almost same 168 – 170 ppm towards the larger 

clusters. Higher δ values shows the transformation of the C nuclei of CO2 to the 

anionic nature in the zwitterion, (G+)-(CO2-). This δ value is in the range that is 

observed for the carbamate group, which again shows the formation of carbamate 

through the N-C covalent interaction.62-65 The constant nature of the δ value 

beyond n = 5 again shows that the nature of the electronic environment around 

the C nucleus remains same in higher clusters, which was also visible in the Eb 

value of the (G-CO2)n clusters, where a constant value of Eb/CO2 was observed for 

the higher clusters. 

3.3.2 QTAIM analysis 

The QTAIM molecular plots of a representative set of (G-CO2)n clusters (n = 

2, 4, 6, and 8) are given in Figure 3.8. The dotted lines indicate the bond paths for 

O...HN interactions and the purple spheres represent the BCPs. According to Koch 

and Popelier criterion66, 67, for noncovalent interactions, ρb falls in the range 0.002 

–      0.040 au and 2ρb  is positive, typically in the range 0.024 – 0.139 au. The 

average values of ρb  (ρb.avg) for the O...HN noncovalent interactions as well as for 

the N-C covalent interactions are given in Table 3.4. For (G-CO2)n clusters, Koch-

Popelier criterion on ρb is valid for all the O...HN noncovalent interactions (Table 

3.4) and the sign of 2ρb is positive whereas the N-C covalent bonds show large ρb 

and negative 2ρb values. As the cluster size increases, the ρb.avg of the N-C covalent 

interactions increases up to n = 8 while with further increase in the cluster size, it 

decreases. The value of ρb is often used as a measure of the strength of the 

interaction while the sum of ρb (Σρb) for O...HN and N-C interactions can be 

indicative of the total stabilizing influence in the cluster.57, 68 The Σρb values show 

a strong linear correlation with the total binding energy, Eb (Figure 3.9) indicating 
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that reorganization of the electron density along the O...HN and N-C bonding 

regions  is stabilizing the cluster.  

 

 

Figure 3.8 QTAIM molecular plots of (G-CO2)n clusters for n = 2, 4, 6,and 8. 

 

Table 3.4 QTAIM parameters of the noncovalent interactions and N-C covalent 

interactions in (G-CO2)n clusters. The values are given in au. 

 

System 
N-C interaction O···HN interaction 

Σρb 
ρb.avg ²ρb.avg ρb.avg ²ρb.avg 

G(CO2) 0.014 0.054 0.017 0.060 0.045 

(G-CO2)2 0.031 0.115 0.244 -0.580 0.671 

(G-CO2)3 0.027 0.102 0.252 -0.626 1.000 

(G-CO2)4 0.034 0.126 0.256 -0.654 1.438 

(G-CO2)5 0.036 0.129 0.259 -0.672 1.841 

(G-CO2)6 0.037 0.131 0.261 -0.680 2.237 

(G-CO2)7 0.038 0.131 0.262 -0.685 2.628 

(G-CO2)8 0.030 0.102 0.263 -0.690 2.830 

(G-CO2)9 0.038 0.127 0.263 -0.689 3.378 

(G-CO2)10 0.036 0.126 0.262 -0.683 3.707 

 

 

(G-CO2)2 (G-CO2)4 (G-CO2)6 (G-CO2)8
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Figure 3.9 Correlation between Σρb in au and Eb in kcal/mol for (G-CO2)n clusters 

 

3.3.3 MESP analysis 

The MESP plots of (G-CO2)n clusters (n  2) are given in Figure 3.10, for 

every G-CO2 covalent interaction, some amount of electron density gets 

transferred from G to the CO2 whereas the additional O···H noncovalent 

interactions lead to further reorganization of the electron density. As observed 

from Figure 3.4, the electron density was initially concentrated mostly on the N 

atom of G molecule but the N-C covalent interaction transfers the charge to the CO2 

unit. Accordingly, an increase in the negative potential on the O centers is 

observed, which is reflected as an enhancement in the minimum potential (Vmin) 

at the O atoms.  The electron rich O centers show attractive interactions with the 

electron deficient H-N bonds on another G-CO2.  
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Figure 3.10  MESP plotted on isodensity surface of value 0.006 au for (G-CO2)n  

complexes. The Vmin and Vmin′ values in kcal/mol at M06-2X/6-311++G** level 

is also depicted. Color coding (-0.05  0.05) indicates the most 

electron rich (blue) to most electron deficient (red) regions.  

The cyclic arrangement of the G-CO2 in the cluster leads to the formation of 

maximum O···HN interactions. The O atoms at the outer edge of the cyclic 

structures interact with one H-N bond and show more negative MESP minimum 

(Vmin) than the O atoms at the inner edge (Vmin′) interacting with two H-N bonds. 

Both the Vmin and Vmin′ values are in linear correlation (Figure 3.11) with the Eb 

values indicating that the total binding energy is directly proportional to the ability 

of the systems to undergo electron delocalization. Also it suggests that the 

cooperativity from the neighbouring G-CO2 units is very effective in dispersing the 

charge separation in the (G+)-(CO2-) zwitterion units.  
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Figure 3.11 Correlation between Vmin and Vmin′ with Eb. The values are given in 

kcal/mol. 

3.3.4 Benchmark study  

A benchmark study on (G-CO2)n clusters is carried out using B3LYP and the 

dispersion included methods, viz. B3LYP-D3, BP86-D3, M06-2X-D3  and wB97XD  

in conjunction with basis set 6-311++G**. The ΔG data computed using these 

methods are compared with the M06-2X/6-311++G** data in Table 3.5. All except 

B3LYP give similar trend for ΔG and Eb meaning that the dispersion effect is very 

important to derive the structure and energetics of (G-CO2)n clusters. The intrinsic 

dispersion effects integrated within M06-2X gives results similar to that obtained 

with other dispersion correction incorporated methods. Positive ΔG value 

observed for G-CO2 in all the methods indicates that G alone cannot show a strong 

binding with CO2 while the positive cooperativity generated from (G+)-(CO2-) 

zwitterionic units in the cluster strengthens the N-C interaction. The magnitude of 

ΔG values becomes more negative with increasing values of n which can be easily 

understood from the ΔG/CO2 values. The ΔG is the most negative for n = 8, indicating 
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the higher probability of formation of such closed ring structures of CO2 complexes 

of G. 

Table 3.5 BSSE and ZPE corrected ΔG (kcal/mol) for (G-CO2)n complexes using 

different methods with dispersion correction in conjunction with basis set 6-

311++G**.  

n 
B3LYP B3LYP-D3 M06-2X-D3 BP86-D3 wB97XD 

Eb ΔG Eb ΔG Eb ΔG Eb ΔG Eb ΔG 

1 -3.1 4.4 -5.3 2.4 -3.5 4.4 -4.9 2.8 -4.7 3.0 

2 -19.8 11.8 -28.9 2.7 -33.4 -1.6 -34.1 -2.3 -32.1 -0.3 

3 -35.8 19.8 -54.3 1.2 -60.1 -4.9 -62.5 -6.7 -58.3 -2.6 

4 -67.2 10.9 -89.2 -11.3 -95.7 -19.1 -99.0 -20.9 -94.9 -16.9 

5 -94.3 5.4 -120.9 -21.5 -129.1 -30.8 -132.7 -33.1 -128.4 -28.8 

6 -120.2 0.6 -151.6 -31.1 -161.5 -42.4 -165.4 -44.9 -160.7 -40.1 

7 -145.5 -5.2 -182.1 -42.3 -193.9 -56.1 -197.5 -58.2 -192.7 -52.8 

8 -168.8 -9.9 -209.6 -50 -223.8 -69.4 -226.4 -66.6 -222.3 -63.6 

9 -186.3 -3.7 -232.7 -50.2 -248.2 -67.7 -252.1 -69.3 -246.6 -64.0 

 

3.4 Conclusions 

The interactive behaviour of guanidine (G) with CO2 molecules has been 

studied using M06-2X/6-311++G** level of DFT. G interacts with CO2 molecules 

through noncovalent as well as covalent interactions. As reported by Lee et al.45 

we also observed noncovalent interaction  between G and CO2, with Eb -5.7 

kcal/mol . However, the application of G for CO2 capture suggested better 

interaction possibilities, which was revealed through the systematic study on the 

G(CO2)n and (G-CO2)n clusters.  For the purely noncovalent G(CO2)n complexes, Eb 

values improved with n and maintained a constant value of Eb /CO2 beyond n = 3.  

But all these were associated with a positive ΔG value, which indicated the 

endergonic nature of the formation of G(CO2)n complexes. However in the analysis 
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of (G-CO2)n clusters, a pattern of cyclic cluster growth has been observed through 

the formation of the zwitterion, (G+)-(CO2-) which involves strong N-C covalent 

interaction. The interaction between the zwitterion units also increased with n and 

the most stable cluster was observed for n = 8, with Eb/CO2 of -27.5 kcal/mol. In 

addition to the N-C covalent interactions, the O···HN noncovalent interactions 

between G-CO2 units contribute significantly to the stability of the large cyclic 

clusters, which is confirmed by the strong correlation between the binding energy 

data and electron density data of bond critical points in QTAIM analysis. MESP 

analysis also supported the N-C covalent bonding and the delocalization of charges 

of the zwitterion (G+)-(CO2-) through complementary O···HN hydrogen bonding 

interactions. Further, as the cluster size increases, the cooperative effect of O···HN 

and N-C interactions increases leading to a steady enhancement in Eb. This study 

illustrates the remarkable influence of cooperativity in the stabilization of the 

large cyclic structure formations of G-CO2 units with zwitterion character. The 

study on the influence of dispersion effects using different DFT methods showed 

that for n > 2, the clusters formation is exergonic and the most stable cluster is 

observed at n = 8. The exergonic character observed for the (G-CO2)8 cluster 

formation demands an experimental verification and we urge the experimentalists 

to suggest a synthetic strategy for it. The high affinity of guanidine towards CO2 

cannot be justified by the weak G···CO2 noncovalent interaction whereas the 

exergonic formation of zwitterionic (G-CO2)n clusters suggests the high CO2 

adsorption capability of  guanidine. Another advantage is the desorption of CO2 

from the most stable (G-CO2)8 cluster is feasible by mild heating due to the 

moderate value of the G···CO2 dissociation energy and favorable entropy for the 

endergonic process. These theoretical results suggest G as a promising adsorbent 

for CO2 capture. 

 

 

 



123 
 

Part B: Demarcating Noncovalent and Covalent 

Bond Territories: Imine-CO2 Complexes and                 

Cooperative CO2 Capture 

 

3.5 Abstract 

Chemical bond territory is rich with covalently bonded molecules wherein 

a strong bond is formed by equal or unequal sharing of a quantum of electrons. 

The noncovalent version of the bonding scenarios expands the chemical bonding 

territory to a weak domain wherein the interplay of electrostatic, π-effects, dipole-

dipole, dipole-induced dipole, induced dipole-induced dipole interactions, and 

hydrophobic effects occur.  Here, we study both the covalent and noncovalent 

interactive behavior of cyclic and acyclic imine-based functional molecules (XN) 

with CO2. All parent XN systems preferred the formation of noncovalent (nc) 

complex XN···CO2 while more saturated such systems (XN') produced both nc and 

covalent (c) complex XN'+(CO2). In all such cases, crossover from nc to c complex 

is clearly demarcated with the identification of a transition state (ts). The 

complexes XN'···CO2 and XN'+(CO2) are bond stretch isomers and they define the 

weak and strong bonding territories, respectively while the ts appears as the 

demarcation point of the two territories. Cluster formation of XN with CO2 

reinforces the interaction between them and all become covalent clusters of 

general formula (XN+(CO2))n. The positive cooperativity associated with the 

NH···OC hydrogen bond formation between any two XN'+(CO2) units 

strengthened the N-C coordinate covalent bond and led to massive stabilization of 

the cluster. For instance, the stabilizing interaction between the XN unit with CO2 

is increased from 2 - 7 kcal/mol range in monomer complex to 14 – 31 kcal/mol 

range for the octamer cluster (XN'+(CO2))8. The cooperativity effect compensates 

for the large reduction in the entropy of cluster formation. Several imine systems 

showed the exergonic formation of the cluster and are predicted as potential 

candidates for CO2 capture and conversion. 
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3.6 Introduction 

The chemical bond is regarded as one of the fundamental territories of 

chemistry, populated by a large variety of covalent (nonpolar), ionic (polar) and 

metallic bonds.69 Advanced quantum mechanical studies have led to electron 

density (ρ) based descriptions of bonding between pairs of atoms, while new 

bonding features unearthed from such studies provided accurate interpretations 

of structure and reactivity of molecules and materials.  According to IUPAC, a 

covalent bond refers to the region of relatively high electron density between 

nuclei which arises at least partly from sharing of electrons and gives rise to an 

attractive force and characteristic internuclear distance.70 A more sophisticated 

view suggests that covalent bonding involves synergism between several 

interactions, including the intricate interplay of interatomic and intra-atomic 

interactions. Electrostatic attraction, exchange (Pauli) repulsion, and further 

factors contribute to the intricate combination that yields a chemical 

bond.71   Covalent bonding interaction in the purest form is proposed in the case 

of homonuclear diatomic species while a degree of polarization in the bond may 

develop when hetero atoms are involved which gives some ionic bond 

characteristics. The covalent bond energy typically ranges from 40 to 100 

kcal/mol for the single bonds involving main block elements viz. B, C, N, O, etc. The 

energy decomposition analysis (EDA)69, 72 and natural bond orbital (NBO)73, 74 

analysis  are powerful theoretical tools for the study of bonding situations. The 

EDA studies by Frenking et al. have contributed immensely to the understanding 

and explaining of the chemical bond in terms of quasiclassical electrostatic 

interactions, Pauli repulsion and attractive orbital interactions.75-83  

Although the covalent bond is intimately connected with equal or unequal 

sharing of a quantum of electrons, the noncovalent version of the bonding 

scenarios arises often in molecular assemblies.84 Such interactions refers to almost 

any interaction weaker than a covalent bond, typically less than 15 kcal/mol. The 

chemical bonding landscape expands greatly with the advent of noncovalent 

interactions such as electrostatic (ionic, hydrogen and halogen bonds), π-effects 
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(π-π interactions, cation-π and anion-π interactions), van der Waals forces 

(dipole-dipole interactions, dipole-induced dipole interactions, and induced 

dipole-induced dipole interactions), and hydrophobic effects.85   One of the most 

thoroughly studied noncovalent interaction is the hydrogen bond.86-89 As per the 

IUPAC definition, the form of association between an electronegative atom and a 

hydrogen atom attached to a second, relatively electronegative atom is considered 

as the hydrogen bond.70, 90 Though the concept of bond energy seems to be one 

means of making the distinction between covalent and noncovalent bonds, 

unfortunately, things are not always very straightforward. There are a number of 

different interactions with bond energies in the standard noncovalent range, but 

through a systematic strengthening of the interactions, for instance, via, 

appropriate modifications of substituents, they can advance into the energy range 

normally reserved for covalent bonds. Jemmis et al. explained possible formation 

of a relatively ‘strong bond’ without much covalent bonding character via the 

example of the halogen bond which shortens and strengthens the bridge bond of 

[1.1.1]propellane and the open form of [2.2.2]propellane.91 Very recently Dereka 

et al. illustrated the crossover of the hydrogen bonding into covalent bonding 

interaction in terms of the H···F/H-F interactions in bifluoride anion [F-H-F]‒.92 

Also recently Scheiner et al.  observed that slight modifications in the electronic 

environment of the substrate can lead to strengthening of the tetrel bonding 

interactions.93 Though these studies suggest the possibility of crossover of 

interacting molecular systems from noncovalent to covalent bonding territory, a 

clear demarcation of the bonding territories is yet to be established.  

Bader's quantum theory of atoms in molecules (QTAIM) topology analysis 

of electron density (ρ) has been effectively used for the interpretation of both the 

covalent and noncovalent bonding interactions.94-97 In the Bader analysis, atom–

atom interactions are distinguished as covalent and noncovalent based on the 

minimum value of ρ on bond paths (bond critical point (BCP)), as well as from the 

sign of the corresponding Laplacian (∇2ρb). According to Koch and Popelier66, 98, 

for a non-covalent interaction, ρ at BCP (ρb) falls in the range 0.002 – 0.040 au and 

2ρb  is positive, typically in the range 0.024 – 0.139 au. Although negative 2ρb 
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values generally indicate covalent interactions, there are exceptions to this such as 

the charge-shift bonds proposed by Shaik et al.99,100  

DFT M06-2X/6-311++G** study on the interactive behavior of CO2 with 

guanidine (G) has shown that noncovalently interacting G···CO2 can transform to a 

strongly interacting G-CO2 covalent complex under the influence of multiple G and 

CO2 units.101  The five-fold increase in binding energy observed in the (G-CO2)8 

cluster  was attributed to large cooperativity associated with the (G+)-(CO2‒) 

zwitterion nature of G-CO2. The reinforcement of the interaction observed for the 

guanidine-carbon dioxide system from weak noncovalent to strong covalent 

nature has inspired us to perform the present research. Here we examine the 

noncovalent-covalent transformation behavior as a general phenomenon in 

chemical bond territory and also locate the crossover point for such 

transformations.   The boundary crossing occurs with a slight variation in the 

electronic structure through the promotion of positive cooperativity in the 

interactions. 

3.6.1 Computational methods 

The M06-2X/6-311++G**, a robust DFT method for modelling 

intermolecular noncovalent interactions, as implemented in the Gaussian 16 suite 

of programs is used for locating all minimum energy (XN)(CO2) structures and 

transition state geometries (XN corresponds to an N-heterocyclic or N-rich acyclic 

molecule containing at least one imine functionality).49, 101, 102 The zero-point 

energy (ZPE)-corrected binding energy (Eb) between XN and CO2 is calculated 

using the supermolecule approach as  

Eb = E(XN)(CO2) – EXN – ECO2 + Ebsse    (Eq. 3.3) 

where Ebsse corresponds to the basis set superposition error51-54 as per the 

counterpoise (CP) approach of Boys and Bernardi.56, 103 Similarly the free energy 

change (ΔG) and enthalpy change (ΔH) at standard temperature and pressure 

(STP) associated with the complex formation are also computed using 
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supermolecule approach. The deformation energy (Edef) for the XN–CO2 

interaction is calculated as, 

Edef = Edef-XN + Edef-CO2 = (EXN – EXN*) + (ECO2 – ECO2*) (Eq. 3.4) 

where EXN* and ECO2* are the energies of the deformed XN-unit and deformed 

CO2 in the complex, respectively.  

Further, QTAIM, molecular electrostatic potential (MESP) and nuclear 

magnetic resonance (NMR) analyses have been carried out for all (XN)(CO2)  

complexes with the M06-2X/6-311++G** method. The Gauge-Independent Atomic 

Orbital (GIAO) method is used to derive NMR data.60 104 

 

3.7 Results and discussion 

For the (XN)(CO2) complexes studied here, the imino XN systems are 

designated as 1 -  7 and 1' – 7'. The 1 -  7 molecules contain a CC or NN or CN 

double bond adjacent to the imino nitrogen whereas 1' – 7' are made by changing 

such a double bond to a single bond (Figure 3.12). This change in structure assures 

that in terms of its electron rich character, the lone pair bearing imino nitrogen in 

the ‘non-primed’ structures is slightly different from that in the ‘primed’ 

structures. Since the imino N-lone pair is used as the two electron donor to CO2, an 

assessment on the electronic feature of this center is made from the MESP 

minimum (Vmin) corresponding to this lone pair. Compared to XN, the more 

saturated systems (XN') showed higher negative character for the Vmin, indicating 

that XN' has better interaction ability than XN with CO2 (Table 3.6). Two 

classifications are made for the optimized (XN)(CO2) complexes (Figure 3.12), viz. 

(i) noncovalent (nc) XN···CO2 complexes wherein the imino N to CO2 interaction 

occurs at a distance 2.63 to 2.78 Å which is far greater than a covalent bond 

distance and (ii) covalent (c) XNCO2 complexes which are characterized by imino 

N-CO2 coordinate covalent bond with N-C distance in the range 1.55 – 1.65 Å.  

Hereafter, the ‘nc’ or ‘c’ notation is used along with the number notation to specify 

the nature of the complex.   
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Figure 3.12  Geometry parameters of optimized (XN)(CO 2) complexes in the 

nc (blue) and c (red) bond regimes. Distances in Å and angles in degrees.  
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The O···H distance in the range 2.17 to 2.30 Å observed for nc complexes 

suggest very weak interactions, whereas the similar interaction seen in the c 

complexes is expected to be stronger due to shorter O···H distances in the range 

1.70 to 1.91 Å (Figure 3.12).  Except 5', all other primed structures show the 

formation of both nc and c complexes while the non-primed structures show only 

the formation of nc complexes. This suggests that electron-rich XN' have the ability 

to force a covalent bond formation with the CO2.  

 

Table 3.6 Vmin values in kcal/mol for all N-heterocyclic and N-rich acyclic 

molecules at M06-2X/6-311++G** level. 

Notation Vmin 

1 & 1' -67.5 & -71.1 

2 &  2' -70.5 & -71.5 

3 &  3' -58.7 & -63.4 

4 &  4' -66.7 & -66.9 

5 &  5' -55.8 & -57.9 

6 &  6' -54.8 & -68.6 

7 &  7' -63.5 & -69.3 

 

The Eb data given in Table 3.7 suggests that nc complexes of primed 

structures lie lower in energy than the c complexes. A net destabilization of 2.4 

kcal/mol is found for both 3'c and 4'c, while the rest show stabilization with 

respect to infinitely separate XN or XN' and CO2.  On the free energy scale, due to 

loss of entropy, the complex formation appears endergonic for all, by 1.5 – 12.4 

kcal/mol. Although a strong N–C bond is formed in the c complexes, it does not 

guarantee high stabilization for the complex. The reason for this can be attributed 

to the large deformation induced on CO2; around 38 – 46o deviation for the OCO 

bond angle and significant elongation of the CO bond distance. Since Edef-CO2 for the 
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c complexes is high, in the range 36.7 to 49.5 kcal/mol (Table 3.7), the N–C bond 

energy has to be higher or close to Edef-CO2 to attain net stabilization. The 

intramolecular NH···OCO interaction also contributes to the stabilization of the c 

complexes. In the case of nc complexes, Edef is  0.6 kcal/mol and suggests that Eb 

is almost fully accounted by the N···C noncovalent interaction.   Edef-XN is negligible 

for nc complexes while this quantity for c complexes is ~14 % of the total 

deformation energy Edef. 

 

Figure 3.13  XNCO2,  XN···CO2 and the transition state for their 

interconversion. Bond lengths in Å and ZPE -corrected relative energy in 

kcal/mol.  

For the primed structures, the noncovalent and covalent regions of bond 

formation can be demarcated by identifying a transition state (ts) for their 

interconversion.  The transition states ts1' – ts7' are located for 1'nc – 7'nc 

conversion to 1'c – 7'c. The energy profile in Figure 3.13 depicts the conversion of 

2'nc to 2'c via ts2' and the results for the other systems are given in Figure 3.14. 

Noncovalent 
territory

Covalent 
territory

2'nc

2'c

ts2'
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The ts2' appears as a demarcation point between the noncovalent and covalent 

realms of bond formation which takes place at the N···C distance 1.91 Å.  Below 

this distance, covalent character develops between the N and C atoms. 

Table 3.7 Energy parameters (kcal/mol) for (XN)(CO2) complexes at M06-2X/6-

311++G** level. 

Notation Eb ΔG Edef-XN Edef-CO2 

1nc -5.6 2.5 0.1 0.4 

1'nc,  1'c -6.0, -2.4 1.9, 7.8 0.1, 6.6 0.5, 39.6 

2nc -6.0 2.3 0.1 0.4 

2'nc, 2'c -6.3, -3.7 1.9, 6.8 0.1, 6.7 0.5, 40.9 

3nc -5.4 2.7 0.1 0.3 

3'nc, 3'c -5.6, 2.4 2.2, 12.2 0.1, 5.2 0.4, 34.9 

4nc -5.3 2.7 0.1 0.4 

4'nc, 4'c -5.4, 2.4 2.4, 12.4 0.1, 5.0 0.3, 31.6 

5nc -5.1 3.0 0.1 0.3 

5'nc  -5.1 2.8 0.1 0.3 

6nc -6.4, -2.0 1.7 0.1, 8.1 0.3, 41.0 

6'nc, 6'c -6.9 1.5, 8.6 0.1 0.5 

7nc -5.9, -1.1 2.4 0.2, 6.9 0.4, 39.5 

7'nc, 7'c -5.2 3.2, 9.2 0.1 0.5 
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Figure 3.14  Optimized geometries and ZPE-corrected relative energy 

(kcal/mol) for the transition states with respect to (XN)(CO 2) nc complexes 

M06-2X/6-311++G** level. Bond distance in Å and angles in degree.  

 

 

Figure 3.15  QTAIM molecular graph of 2'nc,  ts2' and 2'c.  Values in black and 

red colors are ρb and ²ρb in au. 
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3.7.1 QTAIM analysis 

The QTAIM analysis using the molecular graph in Figure 3.15,  ²ρb plots 

(Figure 3.16) and QTAIM data (Tables 3.8 & 3.9) can clearly demarcate the bonding 

territories of (XN)(CO2) complexes. The molecular graph is characterized by bond 

paths for N-C/N···C and NH···OCO interactions. The covalent N-C bond is 

established from the high value of electron density at the bond critical point (ρb) 

and high negative values of ²ρb, whereas noncovalent complexes show very small 

ρb and small positive ²ρb values (Figure 3.15).  

 

Table 3.8 QTAIM parameters for the N-C/N···C bond of (XN)(CO2) complexes at 

M06-2X/6-311++G** level. All the values are given in au. 

Notation ρb ²ρb Vb Gb Hb |Vb|/Gb 

1nc 0.017 0.061 -0.012 0.014 0.002 0.888 

1'nc 0.017 0.062 -0.013 0.014 0.001 0.897 

1'c 0.200 -0.319 -0.282 0.101 -0.181 2.789 

2nc 0.017 0.062 -0.012 0.014 0.001 0.893 

2'nc 0.018 0.063 -0.013 0.014 0.001 0.900 

2'c 0.203 -0.340 -0.291 0.103 -0.188 2.825 

3nc 0.015 0.058 -0.011 0.013 0.002 0.872 

3'nc 0.016 0.059 -0.012 0.013 0.002 0.883 

3'c 0.182 -0.221 -0.241 0.093 -0.148 2.593 

4nc 0.016 0.058 -0.011 0.013 0.002 0.873 

4'nc 0.016 0.061 -0.012 0.014 0.002 0.882 

4'c 0.172 -0.167 -0.222 0.090 -0.132 2.463 

5nc 0.014 0.055 -0.010 0.012 0.002 0.857 

5'nc 0.015 0.058 -0.011 0.013 0.002 0.868 

6nc 0.014 0.051 -0.010 0.011 0.001 0.875 

6'nc 0.019 0.067 -0.014 0.016 0.001 0.921 

6'c 0.195 -0.291 -0.261 0.094 -0.167 2.774 

7nc 0.015 0.055 -0.011 0.012 0.001 0.885 

7’nc 0.019 0.065 -0.014 0.015 0.001 0.915 

7'c 0.181 -0.220 -0.226 0.085 -0.140 2.644 
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The ²ρb plots for 2'nc, ts2' and 2'c (Figure 3.16) give positive, positive and 

negative values, respectively at the N-C/N···C bonding region. Hence, as per QTAIM 

criteria, the transition state lies in the noncovalent territory, very close to the 

border with the covalent territory. The values of local kinetic (Gb), potential (Vb) 

and total electron (Hb) energy densities at the bond critical points are given in 

Tables 3.8 for the N-C/N···C interaction and Table 3.9 for NH···OCO interaction. In 

the c complexes, |Vb | > 2Gb and negative Hb values confirm the covalent nature of 

N-C interactions while NH···OCO and N···C interactions (in nc complexes) show 

|Vb| < Gb and positive Hb which confirm their noncovalent nature.105, 106   

 

Table 3.9 QTAIM parameters for the NH···OCO bond of (XN)(CO2) complexes at 

M06-2X/6-311++G** level. All the values are given in au. 

Notation ρb ²ρb Vb Gb Hb |Vb|/Gb 

1nc 0.011 0.042 -0.007 0.009 0.002 0.811 

1'nc 0.012 0.045 -0.008 0.009 0.002 0.992 

1'c 0.037 0.132 -0.032 0.033 0.000 0.800 

2nc 0.011 0.041 -0.007 0.009 0.002 0.808 

2'nc 0.011 0.043 -0.007 0.009 0.002 0.802 

2'c 0.037 0.133 -0.033 0.033 0.000 0.928 

3nc 0.012 0.048 -0.008 0.010 0.002 0.807 

3'nc 0.012 0.045 -0.008 0.010 0.002 0.900 

3'c 0.030 0.116 -0.025 0.027 0.002 0.787 

4nc 0.013 0.050 -0.008 0.010 0.002 0.813 

4'nc 0.011 0.042 -0.007 0.009 0.002 0.991 

4'c 0.027 0.105 -0.021 0.024 0.002 1.073 

5nc 0.014 0.055 -0.009 0.012 0.002 0.798 

5'nc 0.011 0.043 -0.007 0.009 0.002 0.980 

6nc 0.013 0.052 -0.008 0.011 0.002 0.804 

6'nc 0.009 0.034 -0.006 0.007 0.001 0.810 

6'c 0.037 0.142 -0.034 0.035 0.001 0.805 

7nc 0.014 0.056 -0.009 0.012 0.002 0.808 

7’nc 0.011 0.043 -0.007 0.009 0.002 0.806 

7'c 0.046 0.158 -0.046 0.043 -0.003 0.809 
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The QTAIM molecular graphs as well as the identification of ts1' – ts7' for 

the interconversion of 1'nc – 7'nc to 1'c – 7'c suggest that nc and the 

corresponding c complexes differ only in the length of bonds.  They can be 

regarded as bond stretch isomers (BSI) as per the criteria proposed by Hoffmann 

et al.107, 108 An unambiguous experimental validation of the existence of genuine 

BSI in chemistry109-114 is yet to be furnished,115 while the present results  give a 

beautiful illustration of this concept and also ascertains that BSI connects two 

contrasting bonding territories.  

 

 

Figure 3.16 The Laplacian of the electron density plotted on a plane that passes 

through the N-CO2 bonded region. Red and blue colors indicate positive and 

negative regions, respectively. The bond lengths are given in Å.     

3.7.2 NMR analysis 

The formation of the XN+(CO2)  zwitterion in the c complexes is verified 

using the NMR analysis  of  the (XN)(CO2) complexes with TMS as the reference 

compound to obtain the NMR chemical shift values. The δ value calculated for the 

C atom of CO2 in noncovalent XN···CO2 complexes is 140 ppm which is very close 

to that of CO2. The covalent adduct XN-CO2 shows δ in the range 153 to 160 ppm 

and the substantial change in δ compared to noncovalent complex suggests the 

transformation of CO2 to COO–. Also this range of δ is close to the value of a 

carbamate and hence confirm the transformation of CO2 into (CO2)– in the c 

complexes (Table 3.10). 

 

2' cts2'2' nc
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Table 3.10  The δ values for C of CO2 in (XN)(CO2) complexes at M06-2X/6-

311++G** level. 

Notation δ (ppm) Notation δ (ppm) 

CO2 139 4'nc, 4'c 140, 149 

1nc 140 5nc 140 

1'nc,  1'c 140, 155 5'nc 140 

2nc 140 6nc 140 

2'nc, 2'c 140, 155 6'nc, 6'c 140, 156 

3nc 140 7nc 140 

3'nc, 3'c 140, 151 7'nc, 7'c 140, 153 

4nc 140 - - 

                

3.7.3 MESP analysis 

The MESP plots given in Figure 3.17 are useful to distinguish the nc and c 

covalent formations in (XN)(CO2) complexes. For example, the 2nc and 2'nc 

complexes show the characteristic electron deficient C center of CO2 in the MESP 

plot as a red strip around the C center. In contrast, the coordinate covalent N–C 

bond formed in 2'c leads to accumulation of large negative MESP around the O 

centers of CO2 (blue region around O centers) as well as large positive MESP over 

the imine molecule (red regions). The MESP analysis suggests that the 

characteristic electronic features of both imine and CO2 are nearly unaffected by 

the nc bond formation whereas the chemical nature of both the molecules 

drastically change in the c complex due to the development of XN+(CO2)– 

zwitterion character.  
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Figure 3.17  MESP textured on to 0.005 au electron density isosurface (the 

color code  from blue to red is -0.05 au  0.05 au).  

 

 

Figure 3.18  The MESP minimum (kcal/mol) of (a) imine 1, (b) hydrogen-

bonded 1 with CH3CN and (c) covalent complex of 1 with CO2 in presence of 

CH3CN. The distances in Å.  
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The higher electron rich character of XN' over XN (as per the Vmin data given 

in Table 3.6) is previously invoked to explain the ability of the XN' to yield c 

complex with CO2.  The data in Figure 3.18 show that XN can also yield a c complex 

if it comes under the influence of a hydrogen bond with a solvent molecule such as 

acetonitrile.  For instance, the hydrogen bond in CH3CN···1 slightly enhances the 

negative character of Vmin at the lone pair region of imine N-center. Such a small 

variation in the electronic feature of 1 promotes the formation of covalent bond 

between 1 and CO2. In other words, CH3CN···1+(CO2)– exists as a minimum on the 

potential energy surface while 1+(CO2)– does not. Formation of 

CH3CN···1+(CO2)– explains a hitherto unknown phenomenon in chemical bonding 

theory – formation of a covalent bond due to the influence of a noncovalent bond.  

Formation of the complex 1c···1 (Figure 3.19) can also be regarded as an example 

for this scenario because 1c does not exist if 1 is removed from 1c···1.  

 

 

Figure 3.19  Molecular complexes and clusters of 1 with CO2 at M06-2X/6-

311++G** level. Distances in Å and angles in degrees.  

(1c)8(1c)4

(1c)21c…1
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Table 3.11 Energy parameters (kcal/mol) for molecular complexes and clusters 

of 1H-imidazol-2-amine with CO2 at M06-2X/6-311++G** level. 

Notation Eb ΔG Eb /CO2 ΔG/CO2 

1nc    -5.6    2.5   -5.6   2.5 

1c···1    -7.7  12.3   -7.7 12.3 

(1c)2   -11.0  19.9   -5.5   9.9 

(1c)4   -77.4    1.7 -19.4  0.4 

(1c)8 -189.2 -25.8 -23.7 -3.2 

 

 

 

Figure 3.20  MESP for CO2 clusters of 1  textured on to 0.005 au electron 

density isosurface (color code  from blue to red is -0.05 au  0.05 au).  

  

1c..1 (1c)2 

 
 

(1c)4 (1c)8 
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Table 3.12 Energy parameters (kcal/mol) for (XN+(CO2))8 clusters at                

M06-2X/6-311++G** level. 

Notation Eb ΔG Eb /CO2 ΔG/CO2 

(1c)8 -189.2 -25.8 -23.7 -3.2 

(1'c)8 -243.5 -80 -30.4 -10 

(2c)8 -191.4 -29.9 -23.9 -3.7 

(2'c)8 -247 -82.2 -30.9 -10.3 

(3c)8 -136.9 26.6 -17.1 3.3 

(3'c)8 -168.6 -6.4 -21.1 -0.8 

(4c)8 -188.7 -22.1 -23.6 -2.8 

(4'c)8 -191.4 -27.5 -23.9 -3.4 

(5c)8 -116.7 47.8 -14.6 6 

(5'c)8 -165.2 -1.5 -20.7 -0.2 

(7c)8 -170.3 -3.3 -21.3 -0.4 

(7'c)8 -219.1 -53.9 -27.4 -6.7 

 

Further, the binding energy per CO2 (Eb/CO2) for the energy minimum 1nc, -

5.6 kcal/mol, is enhanced to -7.7 kcal/mol for 1c···1 which can be attributed to the 

NH···OC hydrogen bond interactions between 1c and 1. Similarly, the higher order 

clusters (1c)2, (1c)4 and (1c)8 (Figure 3.19) show a steady improvement in binding 

energy per CO2 (Eb/CO2) due to the NH···OC interactions between adjacent 1c pairs 

(Table 3.11). The most stable (1c)8 has Eb/CO2 -23.7 kcal/mol and most importantly, 

this cluster formation is exergonic by -3.2 kcal/mol as per the free energy change 

per CO2 (ΔG/CO2). As the cluster size increases, a decreasing trend in both N-C bond 

distance and OCO angle is observed which indicates the increasing covalent 

character of the NC bond in higher order clusters. The NH···OC interaction leads 

to the delocalization of the accumulated negative charge on the deformed CO2 unit 

which in turn improves the donating power of the imine lone pair (Figure 3.20) to 

yield only the covalent complex.  
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Figure 3.21  Optimized geometries of ((XN)(CO 2))8 clusters at M06-2X/6-

311++G** level.  

(1c)8
(1'c)8

(3c)8 (3'c)8

(5c)8

(5'c)8 (7c)8 (7'c)8

(4c)8 (4'c)8

(2c)8

(2'c)8
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These observations are valid for complexes of all other non-primed and primed 

(XN)(CO2) systems, except 6 and 6'. In all such octamer clusters, the XN+(CO2)  

units adopt nearly a planar arrangement (Figure 3.21).  Unlike other systems, 6 

and 6' cannot operate through double NH···OC interactions to support higher 

order clusters. The cooperativity effect is very high for the octamer cluster, and 

this can be verified from the tremendous increase in the magnitude of Eb/CO2 data 

(Table 3.21) compared to that of the monomer (XN)(CO2) complexes. 

 

 

Figure 3.22  Geometry parameters of optimized (XN)(CO 2) complexes in the 

nc (blue) and c (red) bond regimes. Distances in Å and angles in degrees.  

The interaction of CO2 with guanidine and related compounds in the process 

of CO2 capture and conversion has been investigated from the past two decades. 

The 1,5,7-triazabicyclo [4.4.0]dec-5-ene (TBD), 7-methyl-1,5,7-

triazabicyclo[4.4.0]dec-5-ene (MTBD),  tetramethylguanidine (TMG), and 1,8-
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diazabicyclo[5.4.0]undec-7-ene (DBU) are few important guanidine derivatives 

widely studied for CO2 capture.116-118 Hence we also studied the interaction of the 

experimentally proven imine systems like TBD, DBU and their derivatives with CO2 

molecule (Figure 3.22). TBD (8') and its unsaturated version (8) have given nc 

complex as the minimum energy structure and c complex as a higher energy 

isomer (Table 3.13). In the case of DBU derivatives, 9' and its unsaturated version, 

9 have given only nc complexes with CO2 while 10 & 10' have given both nc and c 

complexes. Similar to 6 and 6', a planar arrangement of the zwitterion units to 

support higher order clusters is difficult for these imine systems due to the 

possibility of only one NH···OC interaction between adjacent units. These results 

suggest that in comparison to the molecular systems based on TBD or DBU, the 

molecular design patterns similar to the imines 1 - 7 and 1'- 7' are more efficient 

for CO2 adsorption. 

Table 3.13  Energy parameters  (kcal/mol) for (XN)(CO2) complexes at M06-

2X/6-311++G** level.  

Notation Eb ΔG 

8nc, 8c -6.5, -3.0 1.8, 6.9 

8'nc,  8'c -6.5, -5.7 1.6, 4.3 

9nc -5.4 2.7 

9'nc -5.6 2.7 

10nc, 10c -6.1, -0.3 2.1, 9.8 

10'nc, 10'c -6.4, -3.4 1.5, 7.0 

 

3.7.4 Cooperativity effect 

The formation of the octamer complex with only noncovalent interactions 

is also analyzed for the imine molecule 1. One of the possible configurations of the 

octamer cluster is optimized by selecting a starting structure containing several 
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N···CO2 noncovalent interactions. This structure after 417 optimization cycles 

converged to a configuration (1nc)8 with several imine···imine noncovalent 

interactions (Figure 3.23) instead of N···CO2 interactions. This shows that the 

imine-imine NH···N hydrogen bond is stronger than imine···CO2 and CO2···CO2 

noncovalent interactions.  

 

Figure 3.23 Octamer clusters of imine 1,  CO2 and imine-CO2 systems. The 

binding energy (Eb) and the energy of formation (E rea) are given in kcal/mol.  

The Eb data for the formation of imine cluster (1)8 -120.6 kcal/mol and that 

of (CO2)8 cluster 119 -25.5 kcal/mol support this point.  Also the Eb -170.4 kcal/mol 

observed for (1nc)8 indicates that its formation from (1)8 and (CO2)8 is exothermic 

by 24.3 kcal/mol.   The Eb of (1c)8 is 49.1 kcal/mol higher in magnitude than (1nc)8 

suggesting that the additional stabilization of the former is due to sixteen NH···OC 

(1c)8

(1nc)8

Eb = E(1nc)8 – 8*E(1) – 8* ECO2

= -170.4 kcal/mol

Eb= E(1c)8 – 8*E(1) – 8* ECO2

= -219.5 kcal/mol

(1)8

Eb = E(1)8 – 8*E(1)

= -120.6 kcal/mol

(CO2)8

Eb= E(CO2)8 – 8* ECO2

= -25.5 kcal/mol
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intermolecular interactions (between 1c) and eight NH···OC intramolecular 

interactions (Figure 3.23). The transformation of NH···OC intermolecular 

interactions to N···HOC interactions via the proton transfer from N to O is also 

modelled for (1c)4. This reaction will generate the cluster of the carboxylic acid 

derivative of the N-heterocycle (Figure 3.24). Such a cluster is 23.1 kcal/mol less 

stable than (1c)4. However, in the case of octamer, all attempts to optimize the acid 

cluster have converged to the zwitterionic cluster (1c)8. These results suggest that 

the captured CO2 by 1 is preserved in the cluster with anionic character and the 

system resists the conversion of the CO2 to the acid.  

 

Figure 3.24 Optimized geometries of (1c)4 and the corresponding carboxylic 

acid derivative of the N-heterocycle tetramer. Distances in Å and angles in 

degrees. 

The (1c)8 cluster, a zwitterionic (XN+(CO2))8 system composed of several 

inter- and intramolecular NH···OC interactions is expected to show large positive 

cooperativity. Although (1c)8 is composed of zwitterion units XN+(CO2) (1c* - the 

geometry of 1c in the cluster), the stable form of the monomer is the nc complex 

1nc. The sum of the difference between the energy of 1nc and the energy of  each 

unit of XN+(CO2) in (1c)8 can be considered as the deformation energy (Edef-oct) 

associated with the octamer formation. The Edef-oct 118.0 kcal/mol suggests that 

changing the structure from 1nc to 1c* requires 14.75 kcal/mol energy per 

(1c)4 Carboxylic acid derivative of (1c)4

SCF Energy = -1880.6308 au
Relative Energy = 0.0 kcal/mol

SCF Energy = -1880.5939 au
Relative Energy = 23.1 kcal/mol
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monomer. The NH···OC intramolecular interaction in 1c* is also accounted here. 

The conversion of eight 1nc to (1c)8 is exothermic by -165.6 kcal/mol meaning 

that the total stabilizing interaction (ES) in the cluster due to the eight deformed 

species 1c* is -283.6 kcal/mol (Scheme 3.1). The pairwise interaction energy (Ep) 

between each pair of 1c* in the octamer is also calculated (Table 3.14) which 

showed stabilizing interaction for every pair. The adjacent pairs showed the 

highest stabilization -25.9 kcal/mol due to two NH···OC interactions while the rest 

of the pairs showed Ep in the range -0.5 to -2.2 kcal/mol. The total pairwise 

interaction energy Ep is found to be -232.3 kcal/mol which is 51.2 kcal/mol less 

in magnitude compared to ES which can be attributed as the positive cooperativity 

effect (18%) due to the octamer assembly. Thus it is clear that in addition to the 

pairwise interaction energy or the hydrogen bonding energy, a substantial degree 

of cooperativity effect is involved in the stabilization of the octamer complex. (CO2) 

complexes. 

 

 

Scheme 3.1  Schematic representation of the stabilizing factors of the octamer 

complex (1c)8.  1c*1,  1c*2,  …., and 1c*8 are the 1st ,  2nd …and 8th XN+(CO2)   unit 

respectively.  

Edef-oct = 8*[ E1c*– E1nc ]

= 118.0 kcal/mol1nc 1c* (1c)8

1c*1

1c*2

1c*3

1c*4

1c*8

1c*7

1c*8

Ep

Econ = E(1c)8 – 8*Enc

= -165.6 kcal/mol

Ep=         
 
     – 2*E1c*)

= -219.5 kcal/mol

ES = Econ - Edef-oct

= -283.5 kcal/mol
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Table 3.14 Pairwise interaction energies, Ep (kcal/mol) of the octamer complex 

(1c)8. 

Pair Ep Pair Ep 

1, 2 -25.9 3, 5 -0.5 

1, 3 -2.2 3, 6 -25.9 

1, 4 -0.7 3, 7 -2.2 

1, 5 -2.2 3, 8 -0.7 

1, 6 -0.7 4, 5 -25.9 

1, 7 -0.5 4, 6 -2.2 

1, 8 -25.9 4, 7 -25.9 

2, 3 -25.9 4, 8 -2.2 

2, 4 -0.5 5, 6 -0.7 

2, 5 -0.7 5, 7 -2.2 

2, 6 -2.2 5, 8 -25.9 

2, 7 -0.7 6, 7 -25.9 

2, 8 -2.2 6, 8 -0.5 

3, 4 -0.7 7, 8 -0.7 

 

The negative entropy factor associated with the cluster formation 

(assembly of sixteen molecular units) is easily overcome by the thermodynamic 

stabilization due to high positive cooperativity in many cases and the process 

becomes exergonic in nature for the octamer complexes except 3c and 5c. Among 

the different octamer clusters studied, 1', 2', and 7' show the best Eb/CO2 and they 

are proposed as promising systems for cooperative CO2 capture and conversion.  
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3.8 Conclusions 

This research has shown that the interaction of imine systems XN with CO2 

results in the formation of XN···CO2 complexes in the noncovalent territory. With 

a slight improvement in the electronic density of the imine lone pair, the more 

saturated XN' systems showed N-C bonding interactions in the covalent territory 

to yield zwitterionic XN+(CO2) complexes. This zwitterionic complex is identified 

as the bond stretch isomer of XN···CO2.   The bond stretch isomerism occurs 

through a ts which is proposed as the boundary crossing point for the noncovalent 

and covalent bond territories.  The zwiterionic (XN+(CO2))n cluster formation is 

observed for all types of XN imines, wherein both intra- and intermolecular 

NH···OC noncovalent interactions provided additional stabilization to the cluster. 

These cooperative interactions enhance the N-C coordinate covalent bond, and the 

cluster is devoid of any N···C noncovalent interactions. Transforming eight 

XN···CO2 systems to one covalent octamer cluster (XN+(CO2))8 led to a five-fold 

increase in the binding energy which is attributed to the large cooperativity effect 

associated with N-C covalent and NH···OC noncovalent interactions whereas the 

corresponding noncovalent cluster (XN···CO2)8  showed significantly lower 

binding energy than the covalent cluster. The pairwise interaction energy for each 

monomer pair in the covalent cluster is stabilizing in nature while the total 

stabilization of the cluster exceeded the total pairwise interaction energy by 18 % 

(51.2 kcal/mol) which is nearly same as the energy difference between the 

noncovalent and covalent octamer clusters. This result proves that the covalent 

cluster formation is truly driven by positive cooperativity. Moreover, many XN 

systems showed exergonic nature for the cluster formation up to octamer.  The 

favorable energetics and the carboxylate character developed for CO2 in the 

zwitterionic clusters suggest that many XN systems are highly promising 

molecules for CO2 capture.  

 Though the noncovalent to covalent boundary crossing problem is 

addressed only for the imines and CO2 combinations, one may visualize that many 

such noncovalent to covalent bonding territory crossovers may have happened 
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during the origin of life when small molecules were reacted to give larger ones. A 

noteworthy example is the formation of CH3CN···1+(CO2)– complex which  

explains a hitherto unknown phenomenon in chemical bonding theory – formation 

of a covalent bond due to the influence of a noncovalent bond. The previous studies 

on the transformation of the weak hydrogen or tetrel bonds into strong covalent 

bonds also support this crossover trend in chemical bonding. The transition state  

(ts) structures identified in this study stand as the demarcating point for such a 

crossover from weak noncovalent to strong covalent bonding territory. 

 

3.9 References 

1. I. P. o. C. Change, Climate Change 2014–Impacts, Adaptation and Vulnerability: 
Regional Aspects, Cambridge University Press, , 2014. 

2. J. C. Stephens and D. W. Keith, Clim. Change, 2008, 90, 217. 
3. D. W. Keith, Science, 2009, 325, 1654-1655. 
4. D. W. Keith, M. Ha-Duong and J. K. Stolaroff, Clim. Change, 2006, 74, 17-45. 
5. P. Agreement, Paris agreement, 2015. 
6. K. S. Lackner, S. Brennan, J. M. Matter, A.-H. A. Park, A. Wright and B. Van Der 

Zwaan, Proc. Natl. Acad. Sci. U.S.A., 2012, 109, 13156-13162. 
7. E. S. Sanz-Perez, C. R. Murdock, S. A. Didas and C. W. Jones, Chem. Rev., 2016, 116, 

11840-11876. 
8. D. W. Keith, G. Holmes, D. S. Angelo and K. Heidel, Joule, 2018, 2, 1573-1594. 
9. S. Brandani, Energy Environ., 2012, 23, 319-328. 
10. D. Sarewitz and R. Nelson, Nature, 2008, 456, 871-872. 
11. K. Lackner, H.-J. Ziock and P. Grimes, Carbon dioxide extraction from air: Is it an 

option?, Los Alamos National Lab., NM (US)1999. 
12. F. S. Zeman and K. S. Lackner, World Resour. Rev., 2004, 16, 157-172. 
13. K. S. Lackner and S. Brennan, Clim. Change, 2009, 96, 357-378. 
14. G. Chichilnisky and P. Eisenberger, Nature, 2009, 459, 1053-1053. 
15. T. M. McDonald, W. R. Lee, J. A. Mason, B. M. Wiers, C. S. Hong and J. R. Long, J. Am. 

Chem. Soc., 2012, 134, 7056-7065. 
16. O. S. Board, E. National Academies of Sciences and Medicine, Negative emissions 

technologies and reliable sequestration: A research agenda, National Academies 
Press, 2019. 

17. Y. Yuan, H. You and L. Ricardez-Sandoval, Chin. J. Chem. Eng., 2019, 27, 1554-1565. 
18. K. S. Lackner, Science, 2003, 300, 1677-1678. 
19. X. Shi, H. Xiao, H. Azarabadi, J. Song, X. Wu, X. Chen and K. S. Lackner, Angew. Chem. 

Int. Ed., 2020, 59, 6984-7006. 
20. M. A. Alkhabbaz, R. Khunsupat and C. W. Jones, Fuel, 2014, 121, 79-85. 



150 
 

21. S. Wang, W.-C. Li, L. Zhang, Z.-Y. Jin and A.-H. Lu, J. Mater. Chem. A, 2014, 2, 4406-
4412. 

22. H. Sabet-Sarvestani, H. Eshghi and M. Izadyar, Struct. Chem., 2017, 28, 675-686. 
23. T. C. dos Santos, S. Bourrelly, P. L. Llewellyn, J. W. d. M. Carneiro and C. M. Ronconi, 

Phys. Chem. Chem. Phys., 2015, 17, 11095-11102. 
24. C. A. Seipp, N. J. Williams, M. K. Kidder and R. Custelcean, Angew. Chem. Int. Ed., 

2017, 56, 1042-1045. 
25. F. M. Brethomé, N. J. Williams, C. A. Seipp, M. K. Kidder and R. Custelcean, Nat. 

Energy, 2018, 3, 553-559. 
26. C. G. Gianopoulos, Z. Chua, V. V. Zhurov, C. A. Seipp, X. Wang, R. Custelcean and A. 

A. Pinkerton, IUCrJ, 2019, 6, 56-65. 
27. R. Custelcean, N. J. Williams and C. A. Seipp, Google Patents2020. 
28. J. Thiele and E. Dralle, Justus Liebieg's Ann. Chem., 1898, 302, 275-299. 
29. J.-M. Wurtz, W. Bourguet, J.-P. Renaud, V. Vivat, P. Chambon, D. Moras and H. 

Gronemeyer, Nat. Struct. Biol., 1996, 3, 87-94. 
30. R. G. Konsler, J. Karl and E. N. Jacobsen, J. Am. Chem. Soc., 1998, 120, 10780-10781. 
31. N. A. Brunelli, K. Venkatasubbaiah and C. W. Jones, Chem. Mater, 2012, 24, 2433-

2442. 
32. V. Lyaskovskyy and B. de Bruin, Acs Catal., 2012, 2, 270-279. 
33. C. Song, Y. Chu, M. Wang, H. Shi, L. Zhao, X. Guo, W. Yang, J. Shen, N. Xue and L. Peng, 

J. Catal, 2017, 349, 163-174. 
34. M. Caplow, J. Am. Chem. Soc., 1968, 90, 6795-6803. 
35. P. Danckwerts, Chem. Eng. Sci., 1979, 34, 443-446. 
36. T. L. Donaldson and Y. N. Nguyen, Ind. Eng., 1980, 19, 260-266. 
37. I. Dovgaliuk, F. Nouar, C. Serre, Y. Filinchuk and D. Chernyshov, Chem. Eur. J., 2017, 

23, 17714-17720. 
38. C. Schmuck, Tetrahedron, 2001, 57, 3063-3067. 
39. M. Saleh, H. M. Lee, K. C. Kemp and K. S. Kim, ACS Appl. Mater. Interfaces, 2014, 6, 

7325-7333. 
40. R. Steinhardt, S. C. Hiew, H. Mohapatra, D. Nguyen, Z. Oh, R. Truong and A. Esser-

Kahn, ACS Cent. Sci., 2017, 3, 1271-1275. 
41. J. Kundu, J. F. Stilck, J.-H. Lee, J. B. Neaton, D. Prendergast and S. Whitelam, Phys. 

Rev. Lett., 2018, 121, 015701. 
42. R. Vaidhyanathan, S. S. Iremonger, G. K. Shimizu, P. G. Boyd, S. Alavi and T. K. Woo, 

Angew. Chem. Int. Ed., 2012, 124, 1862-1865. 
43. E. J. Kim, R. L. Siegelman, H. Z. Jiang, A. C. Forse, J.-H. Lee, J. D. Martell, P. J. Milner, 

J. M. Falkowski, J. B. Neaton and J. A. Reimer, Science, 2020, 369, 392-396. 
44. S. T. Hosseini, H. Raissi and M. Pakdel, New J. Chem., 2020, 44, 7771-7779. 
45. H. M. Lee, I. S. Youn, M. Saleh, J. W. Lee and K. S. Kim, Phys. Chem. Chem. Phys., 2015, 

17, 10925-10933. 
46. J. D. Martell, P. J. Milner, R. L. Siegelman and J. R. Long, Chem. Sci., 2020, 11, 6457-

6471. 
47. V. Y. Mao, P. J. Milner, J. H. Lee, A. C. Forse, E. J. Kim, R. L. Siegelman, C. M. McGuirk, 

L. B. Porter-Zasada, J. B. Neaton and J. A. Reimer, Angew. Chem. Int. Ed., 2020, 59, 
19468-19477. 



151 
 

48. R. L. Siegelman, T. M. McDonald, M. I. Gonzalez, J. D. Martell, P. J. Milner, J. A. Mason, 
A. H. Berger, A. S. Bhown and J. R. Long, J. Am. Chem. Soc., 2017, 139, 10526-10538. 

49. M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R. Cheeseman, 
G. Scalmani, V. Barone, G. A. Petersson, H. Nakatsuji, X. Li, M. Caricato, A. V. 
Marenich, J. Bloino, B. G. Janesko, R. Gomperts, B. Mennucci, H. P. Hratchian, J. V. 
Ortiz, A. F. Izmaylov, J. L. Sonnenberg, D. Williams-Young, F. Ding, F. Lipparini, F. 
Egidi, J. Goings, B. Peng, A. Petrone, T. Henderson, D. Ranasinghe, V. G. Zakrzewski, 
J. Gao, N. Rega, G. Zheng, W. Liang, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. 
Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, K. 
Throssell, J. A. Montgomery Jr., J. E. Peralta, F. Ogliaro, M. J. Bearpark, J. J. Heyd, E. 
N. Brothers, K. N. Kudin, V. N. Staroverov, T. A. Keith, R. Kobayashi, J. Normand, K. 
Raghavachari, A. P. Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M. Cossi, J. M. 
Millam, M. Klene, C. Adamo, R. Cammi, J. W. Ochterski, R. L. Martin, K. Morokuma, 
O. Farkas, J. B. Foresman and D. J. Fox, Gaussian 16 Rev. A.03, Gaussian, Inc., 
Wallingford CT,  2016. 

50. Y. Zhao and D. G. Truhlar, Theoretical Chemistry Accounts, 2008, 120, 215-241. 
51. S. F. Boys and F. d. Bernardi, Mol. Phys., 1970, 19, 553-566. 
52. P. Hobza and K. Müller-Dethlefs, Non-covalent interactions: theory and experiment, 

Royal Society of Chemistry, , Cambridge, 2010. 
53. Ł. Mentel and E. Baerends, J. Chem. Theory  Comput., 2013, 10, 252-267. 
54. C. D. Sherrill, T. Takatani and E. G. Hohenstein, J. Phys. Chem. A, 2009, 113, 10146-

10159. 
55. C. D. Sherrill, School of Chemistry and Biochemistry, Georgia Institute of Technology, 

2010. 
56. A. Halkier, W. Klopper, T. Helgaker, P. Jo/rgensen and P. R. Taylor, J. Chem. Phys., 

1999, 111, 9157-9167. 
57. S. Anila and C. H. Suresh, Phys. Chem. Chem. Phys., 2019, 21, 23143-23153. 
58. P. V. Bijina and C. H. Suresh, J.  Phys. Chem.  A, 2020, 124, 2231-2241. 
59. W. Wang, J. Gu, X. Zou, W. Tong and H. Gong, Tetrahedron Lett., 2015, 56, 2684-

2687. 
60. R. Ditchfield, Mol. Phys., 1974, 27, 789-807. 
61. L. B. Casabianca, Magn. Reson. Chem, 2020. 
62. Q. Yang, M. Bown, A. Ali, D. Winkler, G. Puxty and M. Attalla, Energy Procedia, 2009, 

1, 955-962. 
63. J. Seravalli and S. W. Ragsdale, Biochemistry, 2008, 47, 6770-6781. 
64. T. M. Abbott, G. W. Buchanan, P. Kruus and K. C. Lee, Canadian Journal of Chemistry, 

1982, 60, 1000-1006. 
65. C. Perinu, B. Arstad and K.-J. Jens, Energy Procedia, 2013, 37, 7310-7317. 
66. U. Koch and P. L. Popelier, J. Phys. Chem., 1995, 99, 9747-9754. 
67. P. Popelier, J.  Phys. Chem.  A, 1998, 102, 1873-1878. 
68. T. D. Della and C. H. Suresh, Phys. Chem. Chem. Phys., 2017, 19, 5830-5838. 
69. G. Frenking and S. Shaik, The chemical bond: fundamental aspects of chemical 

bonding, John Wiley & Sons, Germany, 2014. 
70. A. D. McNaught and A. Wilkinson, Compendium of chemical terminology, Blackwell 

Science Oxford, U.K., 1997. 



152 
 

71. L. L. Zhao, S. Pan, N. Holzmann, P. Schwerdtfeger and G. Frenking, Chem. Rev., 2019, 
119, 8781-8845. 

72. L. L. Zhao, M. von Hopffgarten, D. M. Andrada and G. Frenking, Wiley Interdiscip. 
Rev.-Comput. Mol. Sci., 2018, 8, 37. 

73. C. R. Landis, R. P. Hughes and F. Weinhold, Organometallics, 2015, 34, 3442-3449. 
74. F. Weinhold, C. R. Landis and E. D. Glendening, Int. Rev. Phys. Chem., 2016, 35, 399-

440. 
75. C. Esterhuysen and G. Frenking, Theor. Chem. Acc., 2004, 111, 381-389. 
76. M. Lein and G. Frenking, Theory and applications of computational chemistry: the 

first 40 years, Elsevier, Amsterdam, 2005. 
77. A. Kovacs, C. Esterhuysen and G. Frenking, Chem. Eur. J., 2005, 11, 1813-1825. 
78. C. Esterhuysen and G. Frenking, Theor. Chem. Acc., 2005, 113, 294-294. 
79. A. Krapp, F. M. Bickelhaupt and G. Frenking, Chem. Eur. J., 2006, 12, 9196-9216. 
80. G. Frenking and A. Krapp, J. Comput. Chem., 2007, 28, 15-24. 
81. L. L. Zhao, M. Hermann, W. H. E. Schwarz and G. Frenking, Nat. Rev. Chem., 2019, 

3, 48-63. 
82. S. Pan and G. Frenking, Molecules, 2021, 26, 14. 
83. L. Zhao, M. Zhi and G. Frenking, Int. J. Quantum Chem., 2021, e26773. 
84. S. Shaik, J. Comput. Chem., 2007, 28, 51-61. 
85. S. Scheiner, J. Chem. Phys., 2020, 153, 140901. 
86. S. Scheiner, Hydrogen bonding: a theoretical perspective, Oxford University Press, 

New York, 1997. 
87. G. Gilli and P. Gilli, The nature of the hydrogen bond: outline of a comprehensive 

hydrogen bond theory, Oxford University Press, Oxford, 2009. 
88. D. Bodesheim, G. Kieslich, M. Johnson and K. T. Butler, J. Phys. Chem. Lett., 2020, 

11, 3495-3500. 
89. P. A. Hunt, Top. Curr. Chem., 2017, 375, 22. 
90. J. M. Berg, J. L. Tymoczko and L. Stryer, New York: Freeman and Company: New 

York, 2002. 
91. J. Joy, E. Akhil and E. D. Jemmis, Phys. Chem. Chem. Phys., 2018, 20, 25792-25798. 
92. B. Dereka, Q. Yu, N. H. Lewis, W. B. Carpenter, J. M. Bowman and A. Tokmakoff, 

Science, 2021, 371, 160-164. 
93. N. Liu, X. Xie, Q. Li and S. Scheiner, ChemPhysChem, 2021, 22, 2305-2312. 
94. R. F. Bader, Atoms in molecules: a quantum theory, International series of 

monographs on chemistry, Oxford University Press, Oxford, 1990. 
95. P. L. A. Popelier, F. Aicken and S. O’Brien, Atoms in molecules, Prentice Hall 

Manchester, 2000. 
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 Part A: Imidazolium-fulleride Ionic Liquids –  

A DFT Prediction 

 

4.1 Abstract 

Ionic liquids (ILs) exhibit tunable physicochemical properties due to the flexibility 

in selecting their cation−anion combination from a large pool of ions. The size of ions 

controls the properties of ILs in the range from ionic to molecular and thus large ions 

play an important role in regulating the melting temperature and viscosity. Here we show 

that the exohedral addition of anionic X― moieties to C60 (X = H, F, OH, CN, NH2, and NO2) 

is thermodynamically a viable process to create large X-fulleride anions (C60X)―. The 

addition of X― to C60 is modelled by locating the transition state for the reaction between 

C60 and 1,3-dimethyl-2X-Imidazole (IMX) at M06L/6-311++G**//M06L/6-31G** level. 

The reaction yielded the ion-pair complex IM+···(C60X)― for X = H, F, OH, CN, NH2, and NO2 

and the ordered pair of (activation free energy in kcal/mol, reaction free energy in 

kcal/mol) is found to be (14.5, 1.1), (6.1, 3.1), (16.7, 2.3), (14.7, -7.9), (27.9, 0.5) and (11.9, 

12.4), respectively.  The low barrier of the reactions suggests their feasibility. The 

reaction is slightly endergonic for X = H, F, OH, and NH2 while X = CN show a significant 

exergonic character.  The X-fulleride formation is not observed when X = Cl and Br. The 

ion-pair interactions (Eion-pair) observed for IM+···(C60X)―  ranges from -64.0 to -73.0 

kcal/mol which is substantially lower (~10 %) than the typically reported values for 

imidazolium-based ionic liquids such as [EMIm]+[trz]―, [EMIm]+[dc]―, [EMIm]+[dtrz]―, 

and [EMIm]+[NH2tz]―. Quantum theory of atoms in molecule (QTAIM) analysis showed 

that C-X bonding in (C60X)― is covalent while that in (IM+···X―)···C60 (for X = Cl and Br) is 

noncovalent. Further, molecular electrostatic potential (MESP) analysis showed that the 

X-fulleride could behave as a large spherical anion due to the delocalization of the excess 

electron in the system over the entire carbon framework. The large anionic character of 

the X-fulleride is also revealed by the  identification of several close lying local energy 

minima for the IM+···(C60X)― ion-pair. The low Eion-pair value, significant contribution of 
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dispersion to    Eion-pair and spherical nature of the anion predict low melting and highly 

viscous IL formation from X-fullerides and imidazolium cation. 

4.2 Introduction 

Ionic liquids (ILs) are low melting point salts, which, by definition, melt below   

100 °C and are found to be useful as solvents in organic synthesis and extraction 

processes.1, 2 Theoretical methods to predict the properties of proposed cation−anion 

combinations before synthesis are useful in designing novel ILs to better meet the needs 

of particular applications by altering the combinations of cations and anions. Bernard et 

al. have shown the variation of trends in thermodynamic and transport properties of 

ionic liquids (ILs) with their ion-pair binding energy.3  The high viscosity is one of the 

major limitation commonly encountered in the performance of ionic liquids when used 

as electrolytes in electrochemical devices.4 Cyano-functionalized anions produce some of 

the most fluid and conductive ionic liquids with low melting temperatures and low 

viscosities.5-7 Wide range of studies have been carried out on imidazolium-based ILs 

owing to their excellent properties of stability, flexibility in molecular design, ease of 

synthesis and adaptability to multiple functions.8 The 1-ethyl-3-

methylimidazolium cation ([EMIm]+) is well studied and tends to form low viscous 

liquids with a large number of anions.9-11  

Tuning the ion-pair interactions in ILs is one of the important strategies adopted 

in the designing of new ionic liquids. The size of ions also has the control in regulating 

the properties of ILs ranging from ionic to molecular.7 Lowering the melting point is 

directly related to lowering the viscosity of the ILs, which in turn is influenced by the 

electrostatic interaction forces between the ions in the salts.12 Since these interactions 

are mostly electrostatic in nature, the strength of interaction decreases with increase in 

the local-minimum distance and this could be easily achieved by increasing the size of 

the ions.  Thus large ions are of great interest in this particular aspect. Though, it is quite 

difficult to lower the viscosity of the ILs, large ions are certainly effective in lowering the 

melting temperature and viscosity.13  
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Compared to other all carbon allotropes, the discovery of C60 fullerene has 

transfigured the chemistry of carbon.14-22 Maciel et al. studied solvation of the C60 in ionic 

liquids by molecular dynamics simulations and the spatial distributions revealed 

different patterns for the solvation of the C60.23 Later García et al.  analysed the solvation 

of C60 fullerene by 24 different ionic liquids belonging to the imidazolium, piperazinium, 

and cholinium families using classic molecular dynamics simulations and density 

functional theory (DFT) methods.24, 25 They extended the theoretical investigation to 

study the interaction of other carbon nanostructures with ionic liquids.26, 27 In 2015 

Campisciano et al. synthesized and characterized a series of fullerene–ionic-liquid 

hybrids in which the fullerene-malonate derivatives are synthesized and substituted 

with number of IL moieties to form new fullerene–ionic-liquid hybrids.28 They also 

applied this new fullerene derivative-conjugate for the immobilization of palladium 

nanoparticles through ion exchange followed by reduction with sodium borohydride. 

Chaban et al. theoretically investigated the concept of solvating fullerenes using room-

temperature ionic liquids (RTILs) which opened a new direction to obtain well-dispersed 

fullerene containing systems by comparing a range of common molecular solvents and 

novel ionic solvents to the RTIL, 1-butyl-3-methylimidazolium tetrafluoroborate 

([BMIm]+[BF4]―).29 In another work they observed that the imidazolium ionic liquid 

helps to disperse fullerenes in water.30 Both theoretical31-35 and experimental36-39  

studies on endohedral32, 40-43 as well as exohedral14, 44, 45 modifications on the fullerene 

cage has been done to generate the new materials of interest. According to the DFT and 

Born–Oppenheimer molecular dynamics (BOMD) calculations by Ravinder and 

Subramanian, the stability of the endohedral fullerenes depends on the size of both the 

anion and the fullerene cage.46 BOMD simulations by Chaban et al. suggested novel C60–

RTILs systems on the basis of the systematically positive effective electrostatic charge 

developed on the C60 fullerene via the electronic polarization on C60 fullerene by 

imidazolium-based RTILs.47 They also studied the possibility of using fullerene-based 

systems for medicinal applications and CO2 capture.48, 49 Salehzadeh et al. also showed 

that the interaction energy of -62.5 to -79.2 kcal/mol for the encapsulation of halides 

within the fullerenes at the MP2/6-311++G** level. 50 As an extension to the study on the 

influence of the encapsulation of anion inside the C60 fullerene cage on its exohedral 
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reactivity, García-Rodeja et al. studied the Diels–Alder reaction between 1,3-

cyclohexadiene and M@C60 (M= Li+, Na+, K+, Be2+, Mg2+, Al3+, and Cl―).51 They reported a 

significant enhancement in Diels–Alder reactivity for systems having an endohedral 

cation, whereas a decrease in reactivity is observed when an anion is encapsulated in the 

C60 cage. They also studied the Bingel Hirsch (BH) addition of ethyl bromomalonate over 

a series of ion encapsulated M@C60 (M= Li+, Na+, K+, Mg2+, Ca2+, and Cl―) and found that 

K+@C60 is the one that leads to the fastest BH reaction, while Cl―@C60 gave the slowest 

reaction.52 

All the previous studies are either on the confinement of the encapsulated species 

inside the cage or on the binding interactions of the fullerene cage with the functional 

moieties. Though Campisciano et al. reported fullerene derivative incorporated IL, the 

use of fullerene systems either in the cationic or anionic form is not yet reported for the 

development of ILs. In a recent study using DFT methods, Suresh et al. have shown that 

anion encapsulated endohedral fullerenes behave as closed shell anions and are 

represented as (X@C60)―.53 Apart from the endohedral modifications on fullerenes, the 

exohedral changes also have influence on the chemical reactivity and properties of the 

C60 cage. The present study explores the idea that a large-sized anion, characterized by 

the spherical distribution of the negative charge could be effectively utilized for designing 

new ion-pair combinations to develop novel ILs.  Here the interaction of the X-fullerides 

((C60X)―) with imidazolium cation (IM+) has been studied for X = H, F, Cl, Br, OH, CN, NH2, 

and NO2  and the feasibility of formation of such an anion··· cation complexes is also 

evaluated by modelling the transition state for the reaction between 1,3-dimethyl-2X-

Imidazole (IMX) and C60. 

4.2.1 Computational methods 

All the calculations have been carried out at the M06L/6-311++G**//M06L/6-

31G** level of DFT54-57 using the Gaussian 16 suite of programs58. The vibrational 

frequency analysis has been done to confirm the optimized geometries as true energy 

minima. Previous benchmark study reported that M06L method is a robust method for 

calculating the geometry and interaction energy of noncovalent dimers.59 Further, recent 
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studies benchmarked some of the dispersion corrected methods60, 61 for anionic fullerene 

systems and found that M06L is a reliable method.53 The energy of the reaction between 

1,3-dimethyl-2X-Imidazole (IMX) and C60 (Erea) is calculated as   

Erea = E2 – E1          (Eq. 4.1) 

where E1 and E2 stand for the zero-point energy (ZPE)-corrected energy of reactant 

complex (C60···IMX) and the product (IM+)···(C60X)― ion-pair complex, respectively. The 

free energy (Grea) associated with the reaction is also calculated in a similar fashion.  

The ion-pair binding energy (Eion-pair) is calculated as 

Eion-pair = E2 – (E3 + E4)      (Eq. 4.2) 

where, E3 and E4 stand for the ZPE-corrected energy of (C60X)― and IM+, respectively. In 

the case of Cl― and Br―, IM+···X― ion-pair is found to interact noncovalently with C60 to 

form the (IM+···X―)···C60 complex. Here the noncovalent interaction energy (Enoncov) of C60 

with IM+···X― is calculated as 

Enoncov = E7 – (E5 + E6)      (Eq. 4.3) 

where E5, E6 and E7 stand for the ZPE-corrected energy of C60, IM+···X― and (IM+···X―)···C60, 

respectively. The energy for dissociation (Ed) of each (C60X)―  into C60 and anion X― is 

calculated as 

Ed = (E5 + E8) – E3        (Eq. 4.4) 

where  E8  is the ZPE-corrected energy of the anion X―.  The free energy associated with 

the dissociation reaction (Gd) is also calculated in a similar fashion.  

MESP analysis has been carried out to analyse the intermolecular interactions and 

charge delocalization in complexes.62-64 Bader’s quantum theory of atoms in molecules 

(QTAIM) analysis, based on the electron density (ρ) distribution is carried out using 

AIMAll package.  
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4.3 Results and discussion 

The imidazolium cation is one of the most frequently encountered cationic species 

in ionic liquids. Here we look at the possibility of the reaction between neutral 1,3-

dimethyl-2X-Imidazole (IMX) and C60 (Scheme 4.1), for X = H, F, Cl, Br, OH, CN, NH2, and 

NO2. Two possible outcomes of this reaction are shown in Scheme 4.1, viz. the formation 

of the ion-pair IM+···(C60X)― or formation of the (IM+···X―)···C60 complex. 

 

Scheme 4.1 Two possible outcomes of the reaction between IMX and C60. 

Among the different anions in this study, H―, F―, CN―, OH―, NH2― and NO2― are 

observed to follow the reaction pathway (i) while the anions Cl― and Br―  follow the 

reaction pathway (ii). The X-fullerides (C60X)― formed in pathway (i) shows C-X covalent 

bonding interaction and suggests that the anionic charge is delocalized over the whole 

carbon framework. Thus (C60X)― can be considered as a large anion and it interacts with 

IM+ for electrostatic stabilization to form the ion-pair IM+···(C60X)―. In (IM+···X―)···C60, C60 

interacts noncovalently with the ion-pair IM+···X―.  
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Figure 4.1  Optimized geometries of reactant, transition state and product for 

the reaction between IM(OH) and C60 at M06L/6-31G** level with their local-

minimum distance in Å. Relative ZPE-corrected energies in kcal/mol at 

M06L/6-311++G**//M06L/6-31G** level are also depicted.  

 

Figure 4.2  Optimized geometries of reactant, transition states and product 

for the reaction between IM(CN) and C 60 at M06L/6-31G** level with their 

local-minimum distances in Å. Relative ZPE-corrected energies in kcal/mol at 

M06L/6-311++G**//M06L/6-31G** level is also depicted.  
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Optimized geometries of reactant complex, transition state and product of a 

representative case (X = OH) for pathway (i) is given in Figure 4.1. Here the binding 

energy for the van der Waals complex IM(OH)···C60 is 7.7 kcal/mol and it passes through 

the transition state ts1OH to yield the ion-pair complex IM+···(C60OH) ―.  The structure of 

ts1OH shows the C-OH bond breaking of IMX at 2.12 Å as well as the initiation of C-OH 

bond formation on fullerene at 2.01 Å.  The Erea for IM+···(C60OH)― formation is 0.2 

kcal/mol, slightly endothermic, and requires the activation energy (Eact) 15.4 kcal/mol 

which is surmountable at room temperature. 

Table 4.1 ZPE-corrected Eion-pair, Gion-pair, Erea, Grea Eact and Gact values (kcal/mol) of 

IM+(C60X)― systems at the M06L/6-311++G**//M06L/6-31G** level. 

System Eion-pair Gion-pair Erea Grea Eact Gact 

IM+···(C60H)― -64.0 -52.1 -0.03 1.1 11.8 14.5 

IM+···(C60F)― -71.8 -59.1 0.3 3.1 4.7 6.1 

IM+···(C60OH)― -72.0 -58.9 0.2 2.3 15.4 16.7 

IM+···(C60CN)― -69.6 -57.1 -9.4 -7.9 11.9 14.7 

IM+···(C60NH2)― -73.0 -61.3 -0.6 0.5 24.7 27.9 

IM+···(C60NO2)― -71.0 -57.7 8.8 12.4 7.0 11.9 

Figure 4.2 shows the energy profile for the reaction between C60 and IM(CN) 

which is slightly different from that of C60 and IM(OH) as it takes place in two steps. Here 

the C-CN distance 3.62 Å in ts1CN suggests that a fully cleaved CN― from IMX will be 

reacting on C60 through the formation of an intermediate, Int1CN. In Int1CN, the C60···CN 

and IM···CN distances are 3.09 and 2.78 Å, respectively. In the second step, the C60-CN 

bond formation occurs by passing through the transition state ts2CN wherein the C-CN 

distance is 2.13 Å. The ts1CN suggests Eact 7.2 kcal/mol for the formation of Int1CN at -3.6 

kcal/mol while ts2CN requires Eact 11.9 kcal/mol to yield the product. The intermediate 
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Int1CN can be represented as (IM+···CN―)···C60. The product IM+···(C60CN)― formation is 

exothermic by 9.4 kcal/mol. The energetic parameters including the free energy 

parameters are given in Table 4.1. 

Optimized structures of IM+···(C60X)― ion-pairs for  X = H, F, NH2, and NO2 are given 

in Figure 4.3, along with the local-minimum distances. The first four structures show 

covalent bond formation between C60 and X which is evident from the C-H, C-F, C-NH2 

and C-NO2 distances 1.11, 1.55, 1.51, 1.68 Å, respectively whereas the nearest distance 

from X to IM+ indicates either a weak noncovalent interaction (for X = H) or a hydrogen 

bond interaction as observed in the previous cases of X = OH or CN. All these ion-pairs 

have Eion-pair value ranging from -64.0 to -73.0 kcal/mol (Table 4.1).  

 

Figure 4.3  Optimized geometries of the IM+···(C60X)―   ion-pairs for X = H, F, 

NH2,  NO2,  Cl, and Br at M06L/6-31G** level with their local-minimum 

distances (Å). 

For Cl― and Br―, the IMX compound itself exists as ion-pair IM+···X―.  The IM+···X― 

ion-pair interacts weakly with C60 to form the noncovalent (IM+···X―)···C60 complexes 

(Figure 4.3). This is reflected in the large local-minimum distance between C60 and 

IM+···X―, viz. 3.31 Å and 3.39 Å for X = Cl and X = Br, respectively. Enoncov observed for C60 

IM+… (C60H)― IM+… (C60F)― IM+… (C60NH2)― 

IM+… (C60NO2)― (IM+…Cl―)…C60 (IM+…Br―)…C60 ) 
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with IM+···Cl―  and IM+···Br― is -9.3 and    -9.9 kcal/mol, respectively. Also note that in 

(IM+···X―)···C60, the interaction energy between IM+ and (X―···C60) is -82.4 and -80.2 

kcal/mol for X = Cl and X = Br, respectively.  

4.3.1 MESP features 

Figure 4.4 represents the MESP mapped on the isodensity surface 0.01 au for C60, 

C60
―, and X-fullerides. The dark blue pattern observed for MESP of C60

― and X-fullerides 

indicates very similar electron rich nature of the carbon framework while the pale green 

surface seen for C60 indicates relatively high electron deficiency.  

 

Figure 4.4  MESP topographic plots for the exohedral fullerides at the 

M06L/6-311++G**//M06L/6-31G** level with the Vm1 (kcal/mol) on the right 

side and Vm2 (kcal/mol) left side at isosurface value = 0.01 au. 

Further, a quantification of the MESP feature is available from the most negative 

MESP value (Vmin) on the fullerene cage (Vm1) as well as from the most negative MESP 

value on the X group (Vm2). The Vm1 of (C60X)― species (X = H, F, CN, OH, NH2 and NO2) lies 

in the range -65.8 to -72.2 kcal/mol and that of Cl―···C60  and Br―···C60 is -50.8 and -51.6 

kcal/mol, respectively (Table 4.2).  The magnitude of Vm1 of (C60X)― is higher than that of 

C60
― which suggests that the carbon cage of X-fulleride would behave as an electron rich 

C60
―C60
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(C60F)― (C60OH)―(C60H)―

-0.9 -63.4 -72.2 -93.3 -103.5

-101.2
-116.5 -95.8 -119.5 -105.3

-68.1 -71.4

-51.6-50.8-65.8-71.5-70.7



165 
 

anionic cage. On the basis of the magnitude of Vm1, the anionic nature of the X- fulleride 

can be assessed65 as (C60H)― > (C60NH2)― > (C60OH)― >  (C60CN)― >(C60F)― > (C60NO2)―. 

The strength of the C-X bond of the fulleride can be acertained from C-X dissociation 

energies (Table 4.2) the is found to be proportional to the anionic character of the 

fulleride (Figure 4.5). 

Table 4.2 Most negative MESP values and dissociation energetics in kcal/mol 

for exohedral fullerides  at M06L/6-311++G**//M06L/6-31G** level.  

System Vm1 Vm2 Ed  Gd 

(C60H)― -72.2 - 97 90.9 

(C60F)― -68.1 -93.3 56.8 48.7 

(C60OH)― -71.4 -103.5 73.5 64.5 

(C60CN)― -70.7 -101.2 48.3 38 

(C60NH2)― -71.5 -116.5 86.5 76.4 

(C60NO2)― -65.8 -95.8 33.5 22.4 

Cl―···C60 -50.8 -119.5 24.4 18.8 

Br―···C60 -51.6 -105.3 22.7 16.7 

The Vm2 value indicates the nature of the negative MESP around the lone pair 

bearing X group in (C60X)― as X = H is devoid of such a minimum. If X― alone is analyzed 

for Vm data one may notice that the observed values, viz. -188.4, -240.3, -186.0, -241.5, -

237.6, and -186.4, for X = H, F, CN, OH, NH2 and NO2, respectively is much more negative 

(~54%) than the Vm2 observed for the corresponding (C60X)―, while a deviation of an 

average 31% is observed in the Vm data of X = Cl and Br. This feature supports that the 

excess electron in the system is delocalized over the entire carbon cage of the X-fulleride 

and it would behave as a large spherical anion. A negative-valued MESP isosurface 

engulfing the whole carbon cage has been located in each X-fulleride (Figure 4.6) which 

also illustrates the anionic character of the carbon cage. 62, 66  
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Figure 4.5 Correlation between Vm1 (kcal/mol) and Ed (kcal/mol) of exohedral fullerides 

at the M06L/6-311++G**//M06L/6-31G** level. 

 

Figure 4.6 MESP of exohedral fullerides that engulfs the whole anion at M06L/6-

311++G**//M06L/6-31G** level. The value of the MESP surface that engulfs the whole 

anion is also depicted in au. 
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4.3.2 Energy minimum structures of IM+···(C60X)― ion-pair 

The IM+···(C60X)― ion-pair systems  (X = H, F, CN, OH, NH2 and NO2) show multiple 

energy minima wherein the location of cation is nearly randomized. This indicates that 

anionic character is distributed all over the carbon framework of the fulleride and the 

cation could approach to the anion from any direction for a substantial stabilization.  A 

representative case of IM+···(C60OH)― ion-pair is given in Figure 4.7.  Among these 

structures, IM+ located close to the ‘OH’ region of the (C60OH)― is found to be the most 

stable (structure i), with the ion-pair energy of -72.0 kcal/mol. Also the least stable 

structure is the one showing the farthest distance between OH region and cation 

(structure v) having the ion-pair energy of -59.0 kcal/mol.  The energy difference 

between the two extreme structures is 13.0 kcal/mol. 

 

Figure 4.7 Geometries of IM+···(C60OH)― ion-pair optimized at the M06L/6-31G** level 

with IM+ at various positions around the fullerene cage. ZPE-corrected ion-pair binding 

energies in kcal/mol is also depicted. 

-71.2-72.0

-59.0

-68.3

-59.9

(i) (ii) (iii)

(iv) (v)
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Figure 4.8 Geometries of IM+···(C60H)― ion-pair optimized at the M06L/6-31G** level 

with IM+ at various positions around the fullerene cage. ZPE-corrected ion-pair binding 

energies in kcal/mol is also depicted. 

Another representative example IM+···(C60H)― ion-pair shows six local minima 

wherein IM+ is located at various positions around the fullerene cage. Here also the 

interaction is observed to be the best when IM+ is facing the cage from the direction of H 

(structure (i) in Figure 4.8) which is 3.6 kcal/mol superior in ion-pair binding than the 

least stable structure (vi). The positioning of the cation on the fullerene cage is very 

random and such energetically close lying multiple minima indicates smooth 

delocalization of the anionic charge. Also such minima suggest that the movement of the 

cation from one minimum position to another is nearly barrier less and the whole 

potential energy surface would behave like a slippery one. The presence of different 

minima has been identified in other IM+···(C60X)― ion-pair systems as well. This slippery 

nature of the ion-pair interactions makes the IM+···(C60X)― complexes a suitable 

(i)

-61.1-61.2

-64.0 -62.9-63.5

-60.4

(ii) (iii)

(vi)(v)(iv)



169 
 

candidate for developing ILs for lubricant applications. The viscous nature of the ILs 

owing to the large spherical nature of the anion also supports ability of the ILs to act as 

lubricants. 

4.3.3 QTAIM features 

The electron densities at BCPs (ρb), Laplacian (2 ρb), and total electron energy 

density (Hb) obtained from the QTAIM analysis are used to analyse the C-X interaction in 

(C60X)―. For X = H, F, CN, OH, NH2 and NO2, ρb value in the range of 0.1636 to 0.2592 au 

and negative 2ρb and Hb values are observed for the C-X interaction in (C60X)―  indicating 

the covalent character of their C-X bonding interaction. The ρb values of  0.0093 au and 

0.0092 au, respectively for X = Cl and Br along with positive 2ρb and Hb values and 

suggests weak noncovalent nature of the C...X interaction in (IM+···X―)···C60 complexes. 

The QTAIM plots of the complexes and their QTAIM data are given in Figure 4.9 and 

Tables 4.3 & 4.4. 

Table 4.3 QTAIM parameters (au) of exohedral fullerides at the M06L/6-

311++G**//M06L/6-31G** level. 

System Bond ρb ² ρb Hb 

(C60H)― C-H 0.2651 -0.8441 -0.2557 

(C60F)― C-F 0.2131 -0.1983 -0.2463 

(C60OH)― C-O 0.2423 -0.4899 -0.2949 

(C60CN)― C-C 0.2600 -0.6755 -0.2459 

(C60NH2)― C-N 0.2542 -0.6226 -0.2583 

(C60NO2)― C-N 0.1777 -0.1957 -0.1241 

(C60Cl)― C...Cl 0.0125 0.0448 0.0022 

(C60Br)― C...Br 0.0152 0.0471 0.0018 
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Figure 4.9  QTAIM plots of exohedral fulleride.                                              

Table 4.4 QTAIM parameters (au) of IM+···(C60X)― systems at the M06L/6-

311++G**//M06L/6-31G** level. 

System Bond ρb ² ρb Hb 

IM+···(C60H)― C-H 0.2627 -0.8293 -0.2526 

IM+···(C60F)― C-F 0.1636 -0.0260 -0.1229 

IM+···(C60OH)― C-O 0.2193 -0.3854 -0.2422 

IM+···(C60CN)― C-C 0.2592 -0.6719 -0.2502 

IM+···(C60NH2)― C-N 0.2419 -0.5631 -0.2411 

IM+···(C60NO2)― C-N 0.1647 -0.1388 -0.1074 

(IM+···Cl―)···C60 C···Cl 0.0093 0.0295 0.0387 

(IM+···Br―)···C60 C···Br 0.0092 0.0290 0.0382 

(C60F)―(C60H)―

Cl―…C60 Br―…C60

(C60CN)―
(C60OH)―

(C60NH2)― (C60NO2)―
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4.3.4 Benchmark study 

To analyze the influence of dispersion effects on the ion-pair interactions we also 

carried out a benchmark study on the IM+···(C60X)― complexes, using dispersion included 

methods, viz. wB97XD, BP86-D3, M06-2X, and B3LYP-D3, in conjunction with basis set  

6-311++G**.  The Eion-pair data computed using these methods are compared with 

M06L/6-311++G** data in Table 4.5. All these dispersion methods give similar trend in 

the Eion-pair values. The intrinsic dispersion effects integrated within M06L gives results 

similar to that methods with the dispersion correction, with a slight deviation of 0 - 4 

kcal/mol. 

Table 4.5 Eion-pair (kcal/mol) for IM+···(C60X)― complexes using different methods in 

conjunction with basis set 6-311++G**.  

System wB97XD BP86-D3 M06-2X M06L B3LYP-D3 B3LYP 

IM+···(C60H)― -68.3 -68.6 -65.7 -64.5 -66.0 -53.9 

IM+···(C60F)― -75.7 -76.1 -72.8 -72.8 -73.9 -61.7 

IM+···(C60OH)― -76.1 -76.2 -74.2 -73.3 -73.9 -61.6 

IM+···(C60CN)― -74.3 -73.9 -71.9 -70.5 -71.5 -58.3 

IM+···(C60NH2)― -78.3 -77.5 -75.6 -73.9 -75.0 -62.4 

IM+···(C60NO2)― -75.3 -75.3 -73.8 -71.8 -73.1 -59.1 

 

 Further, the influence of dispersion effects is brought out from the Eion-pair values 

calculated at B3LYP/6-311++G** level – a method without any dispersion correction. At 

this level the Eion-pair ranges from -53.9 to -62.4 kcal/mol, which is ~15 -20% kcal/mol 

lower than that observed for the dispersion included methods. The high dispersion effect 

also supports the charge delocalization involved in the interaction between the X-
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fullerides and IM+. ILs based on conjugated rings or bulkier anions with multiple 

noncovalent interaction sites are also expected to have a significant contribution from 

dispersion forces to their Eion-pair values that clearly influence their thermodynamic and 

transport properties.67  The theoretical studies by Bernard et al.  have illustrated that the 

ratio of total ion-pair binding energy and its dispersion energy component correlates 

well with the melting point of IL.3 The Eion-pair values for the IM+···(C60X)― complexes are 

significantly lower in magnitude than that observed for the ion-pairs of imidazolium-

based ILs reported in the literature, viz., -80.6, -87.3, -96.3, and -96.9 kcal/mol for 

[EMIm]+[trz]―, [EMIm]+[dc]―, [EMIm]+[dtrz]―, and [EMIm]+[NH2tz]―, respectively.68 The 

lower Eion-pair values observed for IM+···(C60 X)― as well as the significant dispersion 

contribution to the interaction suggest that these ion-pairs are expected to result in the 

formation of one of lowest melting category of ILs.3, 67 

4.4 Conclusion 

DFT analysis of the reaction between C60 and IMX, studied at M06L/6-

311++G**//M06L/6-31G** level has shown the facile formation of IM+···(C60X)― ion-pair 

for X = H, F, OH, CN, NH2, and NO2. The reaction showed exothermic character for X = H, 

CN, and NH2 while X = F, OH, and NO2 showed endothermic character. Also among all the 

reactions studied, high exergonic nature is observed for X = CN. The energetics of the 

reaction strongly support the possibility of the development of X-fulleride-based 

IM+···(C60X)― ion-pair systems. Such systems are characterized by significantly lower Eion-

pair values than that of the ion-pairs of known ionic liquids.68  For X = Cl and Br, fulleride 

formation is not observed as the system remained in the noncovalent state, 

(IM+···X―)···C60. The benchmark study using different DFT methods, viz. wB97XD, BP86-

D3, M06-2X, B3LYP-D3, and B3LYP has shown that the results derived using M06L 

method are reliable. The MESP analysis of all the (C60X)― complexes has shown that the 

excess electron in the system is no longer concentrated on X, but distributed almost 

evenly over the whole carbon cage.  This analysis also supports that the anionic character 

on X is transferred to the whole fullerene cage and the X-fulleride system (C60X)―  would 

behave as a large anion. Unlike (C60
―) anion, the closed shell system (C60X)― is expected 
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to be stable for developing novel ILs. Further, the anionic nature of the carbon cage is 

found to be increasing with increase in the strength of the C-X covalent bonding 

interaction. This bonding assures that the pi-space of the unsaturated 59 carbon atoms 

is defined by sixty electrons.  

The identification of many local minimum structures in a narrow energy range for 

IM+···(C60X)― ion-pair indicates a slippery potential energy surface for the system which 

also supports that such large spherical anions are useful for the development of highly 

viscous ILs.8, 69 As per the study by Bernard et al., the low magnitude of Eion-pair and its 

high dispersion contribution propose the formation low melting IL for imidazolium-

based X-fulleride IM+···(C60X)― systems. We predict that such ILs would show properties 

suitable for designing novel lubricants, halogen-free green ILs and low melting materials 

for space applications.70-74  
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Part B: Polyanionic Cyano-fullerides for CO2 

Capture  

 

4.5 Abstract 

The reaction of C60 fullerene with ‘n’ molecules (n = 1 to 6) of 1,3-dimethyl-2,3-

dihydro-2-cyano-imidazole (IMCN) results in the exothermic formation of imidazolium 

cation-polyanionic fulleride complexes, (IM+)n···((C60(CN)n)n–). The binding energy of IM+ 

with (C60(CN)n)n–  in the imidazolium-fulleride ionic complexes increased from -69.6 

kcal/mol for n = 1 to -202.9 kcal/mol for n = 6. The energetics of the complex formation 

and cation-anion interaction energy data suggest the formation of imidazolium-fulleride 

ionic liquid (IL) systems. Further, the dimer formation of such ionic complexes showed 

more endergonic nature due to multiple cooperative electrostatic interactions between 

oppositely charged species and suggested improved energetics for higher order clusters. 

The molecular electrostatic potential (MESP) analysis has revealed that the extra ‘n’ 

electrons in the ionic complex as well as that in the bare (C60(CN)n)n– are delocalized 

mainly on the unsaturated carbon centers of the fullerene unit while the CN groups 

remain as a neutral unit.  The MESP minimum (Vmin) values of (C60(CN)n)n– on the carbon 

cage have shown that addition of each CN– unit on the cage enhances the negative 

character of Vmin by ~54.7 kcal/mol.  This enhancement in MESP is comparable to the 

enhancement observed when one electron is added to C60 to produce C60
–  (-62.5 

kcal/mol) and suggests that adding ‘n’ CN– groups to fullerene cage is equivalent to 

supplying ‘n’ electrons to the carbon cage.  Also the high capacity of fullerene cage to hold 

several electrons can be attributed to the spherical delocalization of them on to the 

electron deficient carbon cage. The interactive behavior of CO2 molecules with 

(IM+)n···(C60(CN)n)n– systems showed that the interaction becomes stronger from -2.3 

kcal/mol for n = 1 to -18.6 kcal/mol for n = 6. From the trianionic fulleride onwards, the 

C···CO2 noncovalent (nc) interaction changes to C–CO2 covalent (c) interaction with the 
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development of carboxylate character on the adsorbed CO2. These results prove that 

cyano-fullerides are promising candidates for CO2 capture. 

4.6 Introduction 

Besides the amine scrubbing,75, 76 contemporary research on CO2 capture focuses 

on adsorption using dry adsorbent systems. Adsorption is a separation technology with 

the potential to reduce the cost of post-combustion capture (PCC).77 The process of 

capturing CO2 using a dry adsorbent involves selective separation of CO2 based on gas–

solid interactions. In general, universal dry adsorbents such as activated carbons and 

molecular sieves are used in packed columns.78 Though metal organic frameworks 

(MOFs) have emerged as solid CO2 adsorbent materials due to their tunable chemical and 

physical properties, still there is a growing interest for metal free carbon-

based/nitrogen-rich materials for gas adsorption.79-86 Carbon-based nanomaterials such 

as fullerene, carbon nanotubes, graphene,  and hetero-fullerenes87 offer excellent 

thermal and chemical stability as CO2 adsorbents.88-90 Fullerenes, the class of hollow-

spherical molecules comprising of only C atoms varying in number,91 exhibit low 

reduction potentials and strong electron acceptor properties.92, 93 Matile et al. have 

shown that the MESP surface of C60 is overall positive with highly localized areas of 

positive potential, a bit like the dimples on a golf ball.94, 95 Zhang et al. have shown that 

the inner cavities of many fullerenes and carbon nanotubes are the regions of positive 

electrostatic potential, and are electron-withdrawing in character.19 Many  theoretical96, 

97  and experimental98-100  studies have been carried out on endohedral101-103  as well as 

exohedral91, 104, 105 modifications on the fullerene cage. In the case of endohedral 

fullerenes, the encapsulated species influence the reactivity. Apart from these 

endohedral modifications on fullerenes the exohedral changes also have influence on the 

chemical reactivity and properties of the C60 cage.106, 107 Their electronic properties such 

as the complexation energy, ionization potentials, and the stability concerning internal 

electron transfer can be determined by the electrostatic potential at the cage center.108 

Fullerene based systems have been used as adsorbent for various gases. B. Gao et 

al.109  studied CO2 adsorption on calcium decorated C60 fullerene and F. Gao et 
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al.110 studied O2 adsorption on nitrogen-doped fullerene. Sun et al. showed that chemical 

interactions between boron–carbon nanotubes (B2CNT) and CO2 can be enhanced by 

introducing extra electrons to the system. 88,111 They explained that the enhanced 

interactions are due to the Lewis acidity of CO2, which prefers to accept electrons. 

Further, Jiao et al. proved the enhanced interaction of CO2 with adsorbent materials by 

electron injection.112 de Silva et al. investigated the CO2 adsorption on BC59 fullerene and 

showed that negatively charged BC59 fullerene exhibits a stronger interaction with CO2 

than the neutral BC59 fullerene.113 For neutral BC59 fullerene the interaction with 

CO2 molecule was physical which changed to a substantial chemical interaction with CO2 

in the case of charged BC59. In 2016 Ralser et al. have shown, both experimentally and 

theoretically, that the adsorption of CO2 is sensitive to charge on a capturing 

carbonaceous surface model.114 Very recently Wang et al. proposed a design of the 

graphene/ionic liquid (GIL) composite materials for gas separation by opening up the 

interlayer space between graphene sheets by intercalated ions of different sizes.115 Their 

density functional theory (DFT) and Monte Carlo simulations suggested a new strategy 

to achieve tunable pore sizes via the graphene/IL composites for highly selective 

CO2/N2 and CO2/CH4 adsorption. 

Our recent studies have shown the anionic nature of endohedral as well as 

exohedral fullerides and their strong η5 coordinating ability.116, 117 Another very recent 

study from us has revealed the formation of X-fulleride based ionic liquids (ILs) from the 

reaction of 1,3-dimethyl-2X-Imidazole (IMX) and C60 to give IM+···(C60X)– ion-pair 

complexes for X = H, F, OH, CN, NH2, and NO2.118 The ion-pair binding energies obtained 

for these complexes were in the range of -64.0 to -73.0 kcal/mol, which is significantly 

lower than the known imidazolium-based ILs. Herein, we propose the formation of 

polyanionic fullerides and their ionic complexes with imidazolium cations (IM+). 

Recently Lawrence et al. has reported the synthesis of hexaanionic fulleride 

complex {(Arnacnac)Mg}6(C60)6– wherein Arnacnac represents a bidentate ligand 

HC(MeCNAr)2 for various Ar, viz. 2,6-iPr2C6H3, 2,6-Et2C6H3, 2,4,6-Me3C6H2, and 2,6-

Me2C6H3.119 This study also provided strong theoretical support to the  formation of the 

hexaanion (C60)6– as a cation- complex formed with six (Arnacnac)Mg+. The hexaanion is 
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formed as a result of the electron transfer from the ligated Mg to C60. In the present 

approach, we are investigating a reaction leading to the breakup of IMCN as IM+ and CN– 

and the subsequent transfer of the CN– to the carbon cage of C60 through a covalent bond 

formation. Essentially, this reaction also transfers one electron to the fullerene cage when 

one CN– is added to it.  The electronic structure of the polyanionic fullerides are 

investigated using the MESP analysis. Further, these ionic complexes have been analyzed 

for their application in CO2 capture. 

4.6.1 Computational methods 

All calculations have been carried out at the M06L/6-311++G**//M06L/6-31G** 

level of DFT using the Gaussian 16 suite of programs.58 The vibrational frequency 

analysis has been done to confirm the optimized geometries as the energy minima. The 

M06L is regarded as a robust DFT method in overall performance for the optimization of 

organometallic, inorganic systems and for the study of noncovalent interactions 

especially for moderate-sized and large systems. 54, 55, 59, 66 A recent benchmark study 

from our group has shown the accuracy of this method in calculating the interaction 

energy of anionic fullerene systems for Grimme’s dispersion correction.60, 61, 118 The 

reaction of ‘n’ times 1,3-dimethyl-2,3-dihydro-2-cyano-imidazole (IMCN) with C60 yields 

the ion pair complex (IM+)n···(C60(CN)n)n–.  

 

Scheme 4.2  Reaction of C60 with ‘n’ times IMCN  to give polyanionic fulleride 

complex, (IM+)n···((C60(CN)n)n–). 

The feasibility of such a reaction (Scheme 1) is evaluated from the energy of the 

reaction (Erea) calculated as,  

  Erea = E3 – (E2 + E1)      (Eq. 4.5) 
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where E1, E2 and E3 stand for the zero-point energy (ZPE)-corrected energy of C60, ‘n’ 

times IMCN and the ionic complex, (IM+)n···(C60(CN)n)n–, respectively. Here the ZPE-

correction obtained from M06L/6-31G** level is added to the single point energy 

calculated at  M06L/6-311++G** level. The free energy change (Grea) associated with the 

reaction is also calculated in a similar fashion.  

Further, the influence of solvent effects on the complexation of fulleride has been 

studied at M06L/SMD/6-311++G**//M06L/6-31G** level. Here SMD stands for the 

solvation model based on density (SMD) approach, a self-consistent reaction field (SCRF) 

method as implemented in Gaussian 16. The selected solvent for SMD calculation is 

dichloromethane (DCM). The solvation incorporated energy of the reaction (E'rea) of each 

complex is calculated using equation; 

E'rea = E'3 – (E'2 + E'1)     (Eq. 4.6) 

where E'1, E'2 and E'3 stand for the zero-point energy (ZPE)-corrected energy of C60, ‘n’ 

times IMCN and the ionic complex, (IM+)n···(C60(CN)n)n–, respectively. The ZPE-correction 

is obtained from M06L/6-31G** level. Similarly, the free energy change (G'rea) associated 

with the reaction is also calculated.  

The binding energy (Eb) for the ionic complex (IM+)n···(C60(CN)n)n– is calculated as 

Eb = E3 – (E4 + E5)      (Eq. 4.7) 

where E4 and E5 stand for the ZPE-corrected energy of (C60(CN)n)n– and ‘n’ times IM+, 

respectively. Further, the interaction of imidazolium cation-polyanionic fulleride 

complex with CO2 has been studied and the binding energy of CO2 with each imidazolium 

cation-polyanionic fulleride complex (ΔE) is calculated using the supermolecule 

approach, 

ΔE = E6 – (E7 + E3)       (Eq. 4.8) 

where E6 and E7 stand for the ZPE-corrected energy of the CO2 complex of the 

imidazolium -polyanionic fulleride complex and ‘n’ CO2 respectively. 
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MESP analysis has been carried out to analyze the intermolecular interactions and 

charge delocalization in the fulleride complexes.  

4.7 Results and discussion 

4.7.1 Formation of imidazolium cation-polyanionic fulleride 

complexes 

The previous study on the IM+···(C60X)–  ion-pair complex formation for X = H, F, 

OH, CN, NH2, and NO2, has shown that the formation of IM+···(C60CN)– ion-pair is 

exergonic in nature.  

 

Figure 4.10  The optimized geometries of the (IM +)n···((C60(CN)n)n–) 

complexes for n = 1 to 6 at M06L/6-31G** level. The distances are given in Å.  

[(IM+)2…((C60(CN)2)2―)][(IM+)…((C60CN)―)]

[(IM+)4…((C60(CN)4)4―)] 

[(IM+)3…((C60(CN)3)3―)] 

[(IM+)5…((C60(CN)5)5―)] [(IM+)6…((C60(CN)6)6―)] 
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Figure 4.11  The optimized geometry of dimers of (IM +)n···((C60(CN)n)n–) for 

n = 1 to 3  at M06L/6-31G** level. The distances are given in Å. 

In the present study, formation of (IM+)n···((C60(CN)n)n–) given in Scheme 4.2 is 

studied for n = 1 to 6. For n > 1, among the several isomeric structures possible for 

C60(CN)n)n–, only one is examined here (Figure 4.10). In such structures, close proximity 

of CN centers is avoided. Similar structural parameters are observed for these 

imidazolium cation-polyanionic fulleride complexes from n = 1 to 6, which is reflected in 

the C–N and C–CN distances, 1.17 and 1.47 Å respectively. Further, the bond lengths of 

sp2–sp2 C–C bonds and sp3–sp2 C–C bonds of the carbon cage remain consistent for 

(IM+)n···((C60(CN)n)n–) complexes, from n = 1 to 6 (Table 4.6). Also the reaction is 

exothermic for all values of n.  The energy of the reaction, Erea, in Table  4.7, shows an 

increasing exothermic character from n = 1 to 6.  The free energy change associated with 

the ionic complex formation (Grea), in Table 4.7, suggests that the reaction is exergonic 

for n = 1 to 6 and shows an increasing exergonic character from n = 1 to 3 while this trend 

[IM+…((C60(CN)―)]2 [(IM+)2…((C60(CN)2)2―)]2 

[(IM+)3…((C60(CN)3)3―)]2 
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reverses beyond n = 3. The free energy change associated with the ionic complex 

formation (Grea), in Table 4.7, suggests that the reaction is exergonic for n = 1, slightly 

endergonic for n = 2 and 3 and in general, the endergonic nature increases with ‘n’.  

Table 4.6 The sp2―sp2 C―C and sp3―sp2 C―C bond lengths of the carbon cage in Å at                                               

M06L/6-31G** level. 

System sp3―sp2 C―C sp2―sp2 C―C 

(C60(CN))― 1.54 1.43 

(C60(CN)2)2― 1.54 1.43 

(C60(CN)3)3― 1.54 1.43 

(C60(CN)4)4― 1.54 1.43 

(C60(CN)5)5― 1.54 1.43 

(C60(CN)6)6― 1.55 1.43 

IM+···((C60(CN)―) 1.54 1.43 

(IM+)2···((C60(CN)2)2―) 1.54 1.43 

(IM+)3···((C60(CN)3)3―) 1.54 1.43 

(IM+)4···((C60(CN)4)4―) 1.54 1.43 

(IM+)5···((C60(CN)5)5―) 1.54 1.43 

(IM+)6···((C60(CN)6)6―) 1.54 1.43 

 

Due to the spherical distribution of the anionic charge, the interaction 

between multiple (IM+)n···((C60(CN)n)n–) complexes are expected to give 

additional stabilization which may enhance the exergonic feasibility of t he 
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reaction. For instance, the E rea and Grea for the dimer [IM+···((C60(CN)–)]2 are 

-48.4 kcal/mol and -10.5 kcal/mol, respectively (Figure 4.11) . Compared to 

monomer formation, exothermicity of the dimer formation is improved by 

33.7 kcal/mol which can be attributed to the cooperative electrostatic 

interaction among the charged species. In the case of (IM +)2···((C60(CN)2)2–), 

the dimer (Figure 4.11) formation is exergonic ( -1.9 kcal/mol) while the 

dimer, [(IM+)3···((C60(CN)3)3–)]2,  formation of the trianionic fulleride complex 

is endergonic, but better than (IM+)3···((C60(CN)3)3–) formation by 1.7 

kcal/mol. Further improvement in energetics is expected for higher order 

clusters due to multiple electrostatic interactions between oppositely 

charged species.  

Table 4.7 The energetics (kcal/mol) of the formation of (IM+)n···((C60(CN)n)n–) at 

M06L/6-311++G**//M06L/6-31G** level. 

Reactants System Erea Grea 

IMCN + C60 IM+···((C60(CN)–) -14.7 -2.6 

2(IMCN) + C60 (IM+)2···((C60(CN)2)2–) -23.4 1.7 

3(IMCN) + C60 (IM+)3···((C60(CN)3)3–) -28.1 9.2 

4(IMCN) + C60 (IM+)4···((C60(CN)4)4–) -23.7 27.1 

5(IMCN) + C60 (IM+)5···((C60(CN)5)5–) -24.3 40.5 

6(IMCN) + C60 (IM+)6···((C60(CN)6)6–) -18.7 59.8 

2(IMCN)+ 2(C60) [IM+···((C60(CN)–)]2 -48.4 -10.5 

4(IMCN)+ 2(C60) [(IM+)2···((C60(CN)2)2–)]2 -65.9 -1.9 

6(IMCN)+ 2(C60) [(IM+)3···((C60(CN)3)3–)]2 -85.3 7.5 
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Figure 4.12 The Schlegel diagram indicating the position of CN units.   

To understand more about the electronic features of the fulleride anion, we 

optimized the bare fulleride anions, ((C60(CN)n)n–), by removing the IM+ cations from the 

respective ionic complexes in Figure 4.10. The Schlegel diagram indicating the 

position of CN units is given in Figure 4.12. The structural features of these fulleride 

polyanions (Figure 4.13) are very similar that of the fulleride structures optimized in 
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presence of the counter cations (complexes in Figure 4.10). The optimized geometries of 

the fulleride polyanions, given Figure 4.12,  show that from n = 1 to 6, both the C–N bond 

and C–CN bond lengths show only an increase of 0.01 Å, while the sp2–sp2 C–C and sp3–

sp2 C–C bond lengths of the carbon cage remain consistent with that of the ionic 

complexes (Table 4.6). 

 

Figure 4.13 The optimized geometries of the C60(CN)n)n– anions  for n = 1 to 6 at M06L/6-

31G** level. The distances are given in Å. 

4.7.2 Effect of solvation  

The solvation effect-incorporated energy of reactions (E'rea) are given in Table 4.8. 

For all the cases, E'rea data show high exothermic character compared to the gas phase 

Erea values (Table 4.7). As a result, all the reactions become exergonic in terms of G'rea 

values.  This remarkable change in the energetics of the reaction in presence of solvent 

can be attributed to the highly anionic character of the fulleride which leads to strong 

electrostatic interactions with the solvent medium. These energetics strongly support 

the formation of fulleride ionic complexes from the reaction of fullerene and IMCN. 

(C60(CN)2)2―) (C60(CN)3)3―)(C60CN)―

(C60(CN)5)5―) (C60(CN)6)6―)(C60(CN)4)4―)
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Table 4.8  The energetics (kcal/mol) of the formation of (IM+)n···((C60(CN)n)n–) in DCM 

solvent at M06L/SMD/6-311++G**//M06L/6-31G** level. 

System E'rea G'rea 

IM+···((C60(CN)–) -29.3 -17.2 

(IM+)2···((C60(CN)2)2–) -52.5 -27.4 

(IM+)3···((C60(CN)3)3–) -69.9 -32.6 

(IM+)4···((C60(CN)4)4–) -76.2 -25.4 

(IM+)5···((C60(CN)5)5–) -83.5 -18.6 

(IM+)6···((C60(CN)6)6–) -84.0 -5.5 

[IM+···((C60(CN)–)]2 -65.0 -27.0 

[(IM+)2···((C60(CN)3)2–)]2 -111.2 -47.2 

[(IM+)3···((C60(CN)3)3–)]2 -150.4 -57.6 

 

4.7.3  MESP features 

MESP analysis is very useful to interpret the electron rich character of a molecular 

system. For instance, the inherent electron deficient nature of the C60 molecule is 

reflected in the very small negative value observed for its MESP minimum value on the 

fullerene cage (Vmin-on), -0.9 kcal/mol. Similarly, the electron rich character of the radical 

anion, C60
– is visible from the large negative  Vmin-on value, -63.4 kcal/mol as well asfrom 

the spin density distribution (Figure 4.14). In the case of acetonitrile (CH3CN), nitrogen 

lone pair region is the most electron rich and the MESP minimum at this region (Vmin-CN) 

is -52.4 kcal/mol whereas for the anion, CN–, Vmin-CN becomes highly negative, -184.6 

kcal/mol. In the case of cyano-fullerides, the MESP minimum on the fullerene cage (Vmin-

on), inside the fullerene cage (Vmin-in), and on the CN unit (Vmin-CN) are evaluated to assess 

their electron rich character.  
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Figure 4.14 The spin density distribution over C60
– at M06L/6-311++G(d,p)//M06L/6-

31G(d,p) level (isosurface value = 0.001 au). 

 

Figure 4.15  MESP isosurface plotted for ((C 60(CN)n)n–) fullerides. The Vmin-o n 

values are given in kcal/mol. The colour of isosurface is varied from red to 

blue as the MESP value becomes more negative.  

C60
•–

(C60(CN)2)2―) (C60(CN)3)3―)(C60CN)―

(C60(CN)5)5―) (C60(CN)6)6―)(C60(CN)4)4―)

-73.8 -128.5 -183.7

-241.7 -298.4 -349.5
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The data in Table 4.9 indicate that the fullerene cage of (C60(CN))– is slightly more 

electron rich than C60
– and this electronic feature, Vmin-on, improves by ~54.7 kcal/mol 

with addition of each CN‒ unit on the cage.  Similarly, Vmin-in changes by ~57.7 kcal/mol 

with addition of CN– on the cage. The Vmin-CN of mono-, di-, and tri-anionic cyano fullerides 

shows more negative value than their Vmin-on and Vmin-in values whereas tetra-, penta-, and 

hexa-anionic fullerides exhibit more negative MESP on carbon cage than the CN unit. The 

analysis of these MESP data clearly suggest that with the addition of each CN– unit on the 

carbon cage, its electron rich character increases significantly, particularly on the carbon 

cage, both interior and exterior due to the delocalization of the extra electrons derived 

from the CN– units (Figure 4.15).  

 

Figure 4.16  MESP surfaces of (C60(CN)n)n― for n = 1 to 6, that engulfs the whole anion at 

M06L/6-311++G(d,p)//M06L/6-31G(d,p) level. The minimum value of MESP that 

engulfs the whole anion in kcal/mol is also depicted. 

(C60(CN)2)2―) (C60(CN)3)3―)(C60CN)―

(C60(CN)5)5―) (C60(CN)6)6―)(C60(CN)4)4―)

-50.3 -105.5 -158.1

-210.7 -257.0 -308.9
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Figure 4.17 HOMO plots of (C60(CN)n)n―  for n = 1 to 6 at M06L/6-

311++G**//M06L/6-31G** level (isosurface value = 0.02 au).  

According to Gadre-Pathak theorem, for any negative charged system, there exists 

a surface which passes through all the negative valued critical points (the directional 

negative valued minimum along any arbitrary direction).120 Identification of such an 

engulfing MESP surface is useful for assessing the delocalized distribution of the extra 

electron/s in the cyano fullerides . Such a surface corresponds to the lowest negative 

MESP or the highest MESP value (Vmax). The Vmax of mono-, di-, tri-, tetra-, penta- and 

hexa-anionic cyano fulleries is -50.3, -103.9, -158.1, -210.7, -257.0, and -308.9 kcal/mol 

respectively (Figure 4.16). The magnitude of Vmax jumps by ~-51.7 kcal/mol with the 

addition of each CN– on the fullerene cage indicating polyanionic character of the 

systems. The distribution of the highest occupied molecular orbital (HOMO) over the 

fullerene carbon framework (Figure 4.17) also supports the delocalization of the 

additional electrons and the anionic nature of the whole carbon cage. Recent 

(C60(CN)2)2―) (C60(CN)3)3―)(C60CN)―

(C60(CN)5)5―) (C60(CN)6)6―)(C60(CN)4)4―)
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experimental and theoretical study by Lawrence et al. on the hexaanionic fulleride 

(C606− ) complexes of magnesium shows that such highly anionic systems of fullerides are 

possible.119  

Table 4.9 The minimum MESP at M06L/6-311++G**//M06L/6-31G** level. The values 

are given in kcal/mol. 

System Vmin-on Vmin-in Vmin-CN 

CN– -- -- -184.6 

CH3CN -- -- -52.4 

C60 -0.9 -- -- 

C60
– -63.4 -53.2 -- 

(C60(CN))– -73.8 -61.1 -104.7 

(C60(CN)2)2– -128.5 -115.1 -147.7 

(C60(CN)3)3– -183.7 -175.5 -193.3 

(C60(CN)4)4– -241.7 -235.3 -240.3 

(C60(CN)5)5– -298.4 -296.2 -284.5 

(C60(CN)6)6– -347.5 -349.5 -327.9 

IM+···((C60(CN)–) -13.2 -- -35.9 

(IM+)2···((C60(CN)2)2–) -26.1 -11.2 -46.1 

(IM+)3···((C60(CN)3)3–) -40.4 -24.3 -51.6 

(IM+)4···((C60(CN)4)4–) -43.1 -30.1 -56.9 

(IM+)5···((C60(CN)5)5–) -44.5 -54.0 -60.4 

(IM+)6···((C60(CN)6)6–) -50.9 -58.4 -64.2 
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Anions interact with cations to achieve charge neutrality and the formation of the 

ionic complexes, (IM+)n···((C60(CN)n)n–), is more realistic than the existence of bare 

anions. Figure 4.18 shows the MESP distribution in (IM+)n···((C60(CN)n)n–) systems. 

Compared to bare anions, the charge neutralization effect in the ionic complexes is clearly 

visible in the small magnitude of MESP values, Vmin-on, Vmin-in and Vmin-CN (Tables 4.9 & 

4.10). Even for the complex of hexaanionic system, (IM+)6···((C60(CN)6)6–), these 

parameters are distributed in the range -50.9 to -64.2 kcal/mol which is comparable to 

the MESP values observed C60
–. For the complexes of mono- and dianionic systems, Vmin-

CN values are less negative than that of CH3CN while the trianionic complex shows a Vmin-

CN value comparable to that of CH3CN.  The hexaanionic system shows the highest 

negative Vmin-CN value -64.2 kcal/mol which is more negative than CH3CN by 11.8 

kcal/mol. This data clearly suggests that with the addition of each CN– unit, the electron 

rich character of both the carbon cage and CN unit increases.  

Table 4.10 The binding energy of (IM+)n···(C60(CN)n)n– at M06L/6-311++G**//M06L/6-

31G** level. All the values are given in kcal/mol. 

System Eb Gb Eb/IM+ Gb/IM+ 

IM+···((C60(CN)–) -69.6 -57.1 -69.6 -57.1 

(IM+)2···((C60(CN)2)2–) -192.8 -166.9 -96.4 -83.4 

(IM+)3···((C60(CN)3)3–) -369.2 -330.8 -123.1 -110.3 

(IM+)4···((C60(CN)4)4–) -597.9 -545.6 -149.5 -136.4 

(IM+)5···((C60(CN)5)5–) -885.1 -818.3 -177.0 -163.7 

(IM+)6···((C60(CN)6)6–) -1217.3 -1136.6 -202.9 -189.4 
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Figure 4.18 MESP isosurface plotted for (IM +)n···((C60(CN)n)n–) complexes. 

The Vmin-on values are given in kcal/mol. The colour of isosurface is varied 

from red to blue to indicate the enhancement in MESP negative character.  

The ionic interaction energy of the cyano-fullerides with ‘n’ number of IM+ is 

depicted in Table 4.10. The interaction of (C60(CN)– with IM+ cation gives the binding 

energy (Eb) of -69.6 kcal/mol. As observed from the MESP analysis, addition of each CN– 

on the C60 cage improves its electron rich character and thus in the ionic complexes of 

polyanionic fullerides, interaction with multiple IM+ gives very large magnitudes of Eb 

values. For instance, in hexaanionic fulleride complex, the Eb -1217.3 kcal/mol suggests 

that on an average, interaction energy per IM+ cation is -202.9 kcal/mol. Such a large 

[(IM+)2…((C60(CN)2)2―)][(IM+)…((C60CN)―)] [(IM+)3 …((C60(CN)3)3―)] 

[(IM+)4 …((C60(CN)4)4―)] [(IM+)5 …((C60(CN)5)5―)] [(IM+)6…((C60(CN)6)6―)] 

-13.2

-26.1 -40.4

-44.5

-43.1

-50.9
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value of interaction energy can be attributed to the huge electron rich nature observed 

for the bare fullerides. This argument is also supported by the strong linear correlation 

(correlation coefficient, R = 0.9997) obtained between Vmin-on values of the bare fulleride 

anions and Eb/IM+ values (Figure 4.19). With each CN– addition on the carbon cage, the 

MESP values become more negative by ~54.7 kcal/mol and the Eb/IM+ values are observed 

to be stronger by ~26.7 kcal/mol. Higher the negative charge, stronger is the ionic 

interactions and thus more energy is required to dissociate the IM+ cations from the 

(IM+)n···(C60(CN)n)n–  complexes.  

 

 

Figure 4.19  Correlation between Vmin-on of (C60(CN)n)n– and Eb/IM+ of 

(IM+)n···((C60(CN)n)n–) ion pair. All values are given in kcal/mol. 
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4.7.4 CO2 capture by polyanionic fulleride complexes  

All the imidazolium cation-polyanionic fulleride complexes are analyzed for their 

possible interactions with CO2 molecule via the carbon cage and the CN center. Figure 

4.18 gives the optimized structures of such CO2 complexes of [(IM+)n···((C60(CN)n)n–)].The 

ion-pair, IM+···((C60(CN)–), shows noncovalent (nc) complex formation with CO2 either 

through the carbon cage (1nc) or via the CN group on the fulleride (1'nc).  The 1'nc is 

more stable than 1nc by 2.1 kcal/mol. In the case of the ionic complex, 

[(IM+)n···((C60(CN)n)n–)], for    n > 1, the interaction with the CO2 is observed only through 

the carbon cage. Also, for n = 1 and 2, the imidazolium- fulleride complex gives only nc 

complex with CO2 whereas from n = 3 onwards, the it gives both nc and covalent (c) 

complex with the CO2. In ‘c’ complexes, the C–C bond formation between C of CO2 and 

fullerene carbon is evident from the C–C distance in the range 1.54 Å to 1.60 Å whereas 

the noncovalent C···C interaction distance is in the range     3.15 Å to 3.29 Å (Figure 4.20).   

Table 4.11 Energetics of CO2 complexes of [(IM+)n···((C60(CN)n)n–)]  complexes in 

kcal/mol. 

n ΔE ΔG 

1nc -2.3 4.6 

1'nc -4.4 2.8 

2nc -4.7 4.4 

3nc -5.0 4.6 

3c -3.6 9.0 

4nc -5.7 1.7 

4c -16.1 -4.0 

5nc -5.8 2.7 

5c -16.5 -4.3 

6nc -7.2 1.8 

6c -18.6 -6.3 

 



194 
 

 

Figure 4.20 Optimized geometries of CO2 complexes of [(IM+)n···((C60(CN)n)n–)]  

complexes, for n = 1 to 6 at M06L/6-31G** level. Distances are in Å. 

[(IM+)6 …((C60(CN)6)6―)]…CO2

[(IM+)5 …((C60(CN)5)5―)]…CO2

[(IM+)4…((C60(CN)4)4―)]…CO2

[(IM+)2…((C60(CN)2)2―)]…CO2

[(IM+)3…((C60(CN)3)3―)]…CO2

[(IM+)4 …((C60(CN)4)4―)]―CO2 [(IM+)5 …((C60(CN)5)5―)]―CO2

[(IM+)6 …((C60(CN)6)6―)]―CO2

[(IM+)3 …((C60(CN)3)3―)]―CO2

[(IM+)…((C60CN)―)]…CO2
[(IM+)…((C60CN)―)]…CO2

1nc 1'nc 2nc

3nc 3c 4nc

4c 5nc 5c

6nc 6c
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Figure 4.21 The optimized geometries of [(IM +)6 ···((C60(CN)6)6―)]―(CO2)2 

and [(IM+)6 ···((C60(CN)6)6―)]―(CO2)4 at M06L/6-31G** level. The distances 

are given in Å. 

           This C–CO2 covalent bonding directs the charge transfer from the fullerene 

cage to the CO2 and thereby transforms CO2 into the carboxylate anion. Though the 

covalent interaction facilitates the formation of a strong C–C bond, the large structural 

deformation occurs on CO2 weakens its CO double bonds resulting to an overall 

stabilization which is ~10.8 kcal/mol better than nc complex formation for n = 4, 5 and 

6 (Table 4.11). The imidazolium -polyanionic fulleride complex of trianionic fulleride 

with CO2 is an exception to this observation wherein, 3nc is more stable than 3c by 1.4 

kcal/mol which can be attributed to the formation weak C–C bond of distance 1.60 Å in 

the later.   

           The interaction of multiple CO2 molecules with the complex, (IM+)6···((C60(CN)6)6–) 

is also investigated (Figure 4.21). The attempt to optimize (IM+)6···((C60(CN)6)6–) with 

two CO2 has shown that both CO2 molecules have covalent interactions with the carbon 

cage with the interaction energy per CO2 (ΔE/CO2) of -18.5 kcal/mol. The optimization 

with four CO2 molecules has shown that the complex has covalent interaction with three 

[(IM+)6 …((C60(CN)6)6―)]―(CO2)4

Eint/CO2 = -11.1 kcal/mol

[(IM+)6 …((C60(CN)6)6―)]―(CO2)2

Eint/CO2 = -18.5 kcal/mol
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of CO2 and a noncovalent interaction with the fourth CO2 molecule with the ΔE/CO2 of -

11.1 kcal/mol respectively. These results show the capability of such polyanionic 

fulleride complexes to hold more number of CO2 molecules and are predicted as potential 

candidates for CO2 capture. 

4.8 Conclusions  

The DFT study at M06L/6-311++G(d,p)//M06L/6-31G(d,p) level has shown the 

exothermic formation of imidazolium-polyanionic fulleride complexes, 

(IM+)n···(C60(CN)n)n–, for n = 1 to 6, from the reaction of ‘n’ IMCN and C60. The 

incorporation of solvent effects (in DCM) has shown that the formation of such ionic 

complexes is exergonic in nature. Further, the dimer formation of such ionic complexes 

is also found to be exergonic due to multiple cooperative electrostatic interactions 

between oppositely-charged species. The MESP analysis using surface plots and topology 

parameters Vmin and Vmax clearly brought out the delocalization features of the extra 

electron/s over the carbon cage of the fulleride. Addition of each CN– unit on the fullerene 

cage leads to substantial increase in the electron rich character of the C60 cage in terms 

of Vmin-on value which is comparable to the enhancement in Vmin-on value when one 

electron is added to C60. The anionic to polyanionic character developed for the C60 cage 

due to the addition of each CN– unit substantially improves its electrostatic interaction 

with IM+ units. Parallel to the study by Lawrence et al., this study also show that highly 

charged anionic fullerides are possible due to the extensive delocalization of the anionic 

charges through the entire molecule. In C60, the scenario of sixty -electrons delocalized 

over ninety C–C bonds suggests electron deficient nature of its carbon centers and offers 

large room on the carbon cage for the delocalization of the negative charge and makes 

the fulleride more capable of holding additional electrons, which is further confirmed 

from the consistent structural parameters observed for the fullerides and their 

imidazolium complexes form n = 1 to 6.  

The fulleride complexes of IM+ show both noncovalent (nc) and covalent (c) 

interactive behavior with CO2. The high anionic nature of the polyanionic fullerides lead 

to covalent interactions between CO2 and the carbon cage resulting to the formation of 
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carboxylate anion. The imidazolium-fulleride systems are proposed as potent CO2 

adsorbents owing to their tendency to interact with several CO2 molecules with moderate 

binding energy. Mild exergonic character of the adsorption of CO2 observed for many 

fulleride systems also suggest that its desorption is not an energetically demanding 

process. Anionic functionalization of even larger fullerenes could be considered as a 

promising strategy to design new functional materials for CO2 capture.  
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 Part A: Endo- and Exohedral Chloro-fullerides as 

η5 Ligands: A DFT Study on the First-row 

Transition Metal Complexes 

 

5.1 Abstract 

C60 fullerene coordinates to transition metals in η2-fashion through its C-C bond 

at [6,6] ring fusion whereas other coordination modes η3, η4, η5 and η6 are rarely 

observed. The coordination power of C60 to transition metals is weak owing to the 

inherent -electron deficiency on each C-C bond as 60 electrons get delocalized over 90 

bonds. The encapsulation of Cl‾ by C60 describes a highly exothermic reaction and the 

resulting Cl‾@C60 behaves as a large anion. Similarly, the exohedral chloro-fulleride Cl‾C60 

acts as an electron-rich ligand towards metal coordination. A comparison of the 

coordinating ability of Cl‾@C60 and Cl‾C60 with that of Cp‾ ligand is done for early to late 

transition metals of the first row using M06L/6-31G**level of density functional theory. 

The binding energy (Eb) for the formation of endohedral (Cl‾@C60)(MLn)+ and exohedral 

(Cl‾C60)(MLn)+ complexes by the chloro-fulleride ligands ranges from -116 to -170 

kcal/mol and -111 to -173 kcal/mol, respectively. Variation in Eb is also assessed for the 

effect of solvation by o-dichlorobenzene using self-consistent reaction field method 

which showed 69 - 88 % reduction in binding affinity owing to more stabilization of the 

cationic and anionic fragments in solvent compared to the neutral product complex. For 

each (Cl−@C60)(MLn)+ and (Cl−C60)(MLn)+ complex, the energetics for the transformation 

to C60 and MLnCl is evaluated which showed exothermic character for all endohedral and 

exohedral Co(I) and Ni(II) complexes.  The rest of exohedral complexes, viz. the Sc(I), 

Ti(II), Ti(IV), V(I), Cr(II), Mn(I), Fe(II) and Cu(I), systems showed endothermic value in 

the range 2 - 35 kcal/mol. The anionic modification makes the C60 unit a strong η5 ligand 

similar to Cp‾ for cationic transition metal fragments.  The bulky anionic nature and 

strong coordination ability of chloro-fulleride ligands suggest new design strategies for 

organometallic catalysts.  
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5.2 Introduction  

The C60 fullerene has been reported as η2–type ligand for several transition metal 

complexes whereas other possible coordination modes such as η3, η4, η5 and η6 have been 

rarely observed.1-6 Hawkins et al.7 were the first to demonstrate the η2 coordination of 

C60 to the C60-osmium tetroxide adduct C60(OsO4)(4-tert-butylpyridine)2 wherein the C-

C bond at the 6-6 ring fusion coordinates to the metal for bond formation.  Afterwards 

complexes of Pt(0)8, 9, Ir(I)10, 11, Pd(I)12-14 with C60 as a ligand connected in η2 format to 

the metal centre were isolated. Baird et al. made stable anionic complexes of the type 

A[Mn(CO)4(η2-C60)], (A = Na, bis(triphenylphosphoranylidene) ammonium).15, 16 

Organometallic polymer of fullerene containing polymetallic linkages has been reported 

wherein the metal centre gets bonded to C60 in η2 fashion.17-19 The heterogeneous 

reaction of the palladium or platinum–η2-fullerene polymer with P ligands (tertiary 

phosphines or tertiary phosphites) in solution, gives the complexes C60ML2.20-22 

 

Figure 5.1  A representative set of fullerene-metal complexes 

The η3, η4, η5 or η6 coordination of C60 is rarely observed in organometallic 

chemistry because the spherically delocalized distribution of 60- electrons over 90 C-C 

bonds gives rise to significant reduction in -electron density over each C-C bond 

compared to a localized C-C double bond. Hence the C-C bond of fullerene at the 6-6 ring 

fusion can show reactivity similar to electron deficient olefins.23, 24 Chemists have 

achieved disruption in the 60- electron conjugation by saturating five  positions 

Mn(CO)4(η²C60 ) Fe(Cp)(η5C60Me5 ) RuCl(CO)2(η5C60Me5 )
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around a 5-membered ring of C60. The reported η5-fullerene metal complexes formed 

with such modified fullerenes are called pseudofullerenes (Figure 5.1). Nakamura group 

gave an experimental validation for the existence of η5-C60 pseudofullerene-

organometallic complexes.25-28 The ferrocene/pseudofullerene hybrid molecule has been 

synthesized by Sawamura et al. in the singlet ground-state through the use of suitably 

modified fullerene derivatives (pseudofullerene) that can act as a 6π-electron donor 

ligand to the 6d electron Fe(II).27 Toganoh et al. reported the reactivity profile of group 

VI metal complexes of η5-pentamethyl C60 fullerene ligand (pseudofullerene) in a variety 

of oxidation states, from II to VI.29 Theoretical studies also predicted the stability of the 

pseudofullerene bis(η5-fullerenyl-R5)Fe, an analogue of ferrocene.30-33 

Using DFT PBE calculations, Stankevich et al. identified η3- π-hapticity for allyl 

type derivatives of C60 fullerene (C60R3 (R = H, F, Cl, Br)) with Ni and Co.34 The possibility 

of the formation of η4-π-complexes of C60 with a Fe(CO)3 species was analysed by 

Chistyakov and Stankevich through DFT calculations.35 The stability of η4-π-complexes 

of C60 with Fe(CO)3 unit has been related to the attachment of four (or six) hydrogen 

atoms to C60 to form “butadiene”-or “fulvalene”-type derivatives. Alvarez et al. studied 

the coordination of C60 as well as that of corannulene bucky bowls to the metal fragments 

and reported that despite of very similar structural features, their preferences for metal 

coordination are completely different.36 Using a two-laser vaporization method, the η6 

coordination of C60 with Sc to Co was observed by Nagao et al.37  Peng et al. observed the 

η6 coordination of C60 in the complex C60RuCp(R)5 by mass spectroscopy data.38 Using 

orbital compatibility arguments, Jemmis et al. proposed that due to the splayed out 

distribution of the π-orbitals of the five- and six-membered rings of C60, an effective η5/η6 

bonding interaction is difficult for it with a metal fragment. To overcome this and to 

achieve strong -6 coordination, they suggested the use of metal fragments with highly 

diffuse frontier orbitals  such as C3H3Co and C3H3Rh.39-41 Recently, theoretical study by 

Molina et al. suggested η6- coordination for C60  with the metals Cr(0) and Ru(II) in 

sandwich-type complexes.42 The molybdenum organometallic derivative of C60 with the 

polysubstitution of fluorine atoms, prepared by Taylor and co-workers appeared as η6- 

coordinated due to strong distortion in the C60 sphere.43  
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Endohedral fullerene (EF) formed by encapsulating atoms, ions, or small 

molecules inside the cage, show electronic structures different from their parent empty 

cage, and thus have many applications in the fields of materials science and biomedical 

applications. Using Hartree-Fock theory, Cioslowski and co-workers theoretically 

predicted that upon encapsulation of atoms, ions, and molecules with C60, there are 

almost no changes in the cage structure.44 Inspired by this work, several experimental 

and theoretical investigations have been directed towards understanding the properties 

of a large variety of EFs.45-47 Most of the theoretical studies were on the confinement and 

stabilization of the species encapsulated into the endohedral cavity. The encapsulated 

species, atom or the molecule was found to occupy the centre of the cage cavity. 

Sathyamurthy and co-workers have studied the structural and electronic confinement of 

molecules:  HF, H2O, NH3, and CH4 inside fullerene.48, 49 Weidinger et al. developed EFs 

with nitrogen50 or phosphorus51 atoms by bombarding C60 with nitrogen ions from a 

conventional plasma discharge ion source. Similarly, N@C70, N2@C70,52 and P@C60 were 

also synthesized using this ion implantation method.53 Ravinder and Subramanian 

reported the study on endohedral complexes of halides such as F‾, Cl‾, and Br‾ with C30, 

C32, C34, C36, C60, and C70 molecules at B3LYP/6-311+G* level of theory and they also 

reported the structure and stability of OH and CN inside the C60 and C70.54 Campbell et al. 

used ion bombardment to implant alkali metal ions (especially Li+) into C60, but the 

characterization of the final products was difficult.46 The Li@C60 produced by ion 

bombardment was isolated by Sawa, Tobita and co-workers in the form of its cationic 

salt, [Li+@C60](SbCl6).55 A detailed investigation of the electronic and structural 

properties of M@C60 (where M = H2O, Li+, Na+ , K+ , Be2+, Mg2+, and Ca2+) by Oliveira and 

Gonçalves, using quantum chemical calculations at the DFT/B3LYP/6-31G** level has 

shown that energy gap calculated for the endohedral fullerenes based on the HOMO and 

LUMO energy difference is less than that of pure C60.56 Tuning of exohedral reactivity of 

fullerenes by the encapsulation of ions inside the cage is highly important. Garcia-Rodeja 

et al. found that Diels-Alder (DA) reactions between 1,3-cyclohexadiene and ion-

encapsulated fullerenes of the type M@C60 (M=Li+, Na +, K+, Cl‾) proceed concertedly via 

highly synchronous transition states, and thus resemble the corresponding process 

involving the parent C60 fullerene. Systems having an endohedral cation has shown a 
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clear enhancement towards the DA reactions, whereas the behaviour of those with 

anionic compounds was the opposite.57 

Although the literature shows evidence for the formation of η5/η6- fullerene – 

organometallic complexes, a synthetically viable strategy for promoting such a 

coordination behavior is available only for pseudo fullerenes.  Recent studies from our 

group on EFs showed that anions such as F‾, Cl‾, Br‾, OH‾, NH2‾, NO2‾, CN‾, and ClO‾ interacts 

strongly with the interior of the fullerene cage leading to significant stabilization of the 

EFs.58  Further, such EFs show electron rich behavior on the carbon surface which is 

similar to the electron rich character of the radical anion C60
−.  The complexes such as 

F‾@C60, Cl‾@C60, Br‾@C60, OH‾@C60, NH2‾@C60, NO2‾@C60, CN‾@C60 and ClO‾@C60 behaved 

like large anions. Frontier molecular orbital (FMO) analysis along with the molecular 

electrostatic potential (MESP) analysis and quantum theory of atoms in molecules 

(QTAIM) analysis proved that the electron rich character of the carbon framework of 

X‾@C60 resembles very close to that of the radical anion C60
‾. This study also suggested 

that X‾@C60 systems has the closed shell nature which gives high chemical stability, 

compared to the radical anion C60
‾. Here we consider the possibility of Cl‾@C60 as a 

strongly coordinating η5/η6–ligand to transition metal complexes. Also for more realistic 

application, we consider the exohedral version of such systems, Cl‾C60MLn, the 

coordination of a chloro-fulleride with a transition metal fragment.  

5.2.1 Computational methods 

All the geometry optimizations in this study are carried out at the M06L/6-31G** 

level of DFT using Gaussian 16 suite of programs.59 The vibrational frequency analysis 

has been carried out on optimized geometries which confirms the energy minima nature 

with all real frequencies. The binding energy (coordination energy) of each transition 

metal complex is calculated using the equation; 

Eb = ETM - (EX + EY)      (Eq. 5.1) 

where ETM, EX and EY stand for the zero-point energy (ZPE)-corrected energy of the 

transition metal complex, the ligand X and metal fragment Y, respectively. 
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Further, the influence of solvent effects on the complexation of anion incorporated 

fullerene moiety with metal fragments has been studied using self-consistent reaction 

field (SCRF) method using the solvation model based on density (SMD) approach. The 

selected solvent for SMD calculation is o-dichlorobenzene (ODCB). Here Single point 

calculations are carried out for the complexes with the solvent at M06L/6-311++G** level 

of theory. The solvation incorporated binding energy (Ebs) of each complex is calculated 

using equation; 

Ebs = ETMs - (EXs + EYs)      (Eq. 5.2) 

where ETMs, EXs and EYs stand for energy of the transition metal complex, the ligand X and 

metal fragment Y, respectively obtained from the SCRF calculations. 

The energy of dissociation (Er) of the transition metal complex into the 

corresponding metal halide and C60 is calculated as; 

Er = ETM - (EA + EB)       (Eq. 5.3) 

where ETM, EA and EB stand for the zero-point energy (ZPE)-corrected energy of the 

transition metal complex, C60 (A) and metal halide (B), respectively. 

5.3 Results and discussion 

5.3.1 Complexes of [Mn(CO)3]+  

The anionic cyclopentadienyl ligand (Cp‾), being highly versatile and potential six-

electron donor, is one of the most frequently encountered η5 ligands in organometallic 

chemistry. Here we consider the Cl‾ incorporated endohedral fullerene, Cl‾@C60 or its 

exohedral version, Cl‾C60 as an anionic ligand similar to Cp‾. The initial assessment of the 

η5 as well as η6 coordination of Cl‾@C60 and Cl−C60 is carried out by complexing them with 

the metal fragment [Mn(CO)3]+. The cationic manganese tricarbonyl system is a good 

choice for this study as the corresponding Cp‾ complex  Mn(CO)3(Cp) is well documented 

in the literature with crystal structure.60, 61 Figure 5.2 gives the optimised geometries of 

[Mn(CO)3]+ in different coordination fashions. 
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Figure 5.2 Optimised geometries of Mn(CO)3 complexes at M06L/6-31G**. 

Some of the major structural parameters of the complexes depicted in Figure 5.2 

are given in Table 5.1. The distance between Mn and the centre of the five or six 

membered ring is labelled as d1, d2 represents Mn-CO distance and d3 gives the C-O 

distance. The values of d1, d2 and d3 observed in Mn(CO)3(Cp) complex are found to be 

1.74, 1.78, and 1.16 Å, respectively, which is in agreement with the corresponding crystal 

structure data, viz. 1.77, 1.79, and 1.16 Å. When Cp‾ ligand is replaced by the anion 

encapsulated endohedral fullerene [Cl−@C60] and exohedral fullerene [Cl‾C60], CO ligands 

remain mostly unaffected, as indicated by almost same values of d2 and d3 for the η5 and 

η6 cases whereas the d1 values fall in the range 1.85 – 1.88 Å suggest a significant increase 

compared to d1 value of the corresponding Cp-complex. The C-Cl distance observed in 

the exohedral complex in η5 and η6 coordination modes were 1.87 and 1.94 Å 

respectively, which is longer than the normal C-Cl distance found in the sp3 hybridised C 

compounds like CH3Cl (1.78 Å). This shows that the η5 coordination mode is making 

stronger C-Cl interaction than corresponding η6 mode of coordination. In the case of the 

endohedral complexes, the C-Cl distance observed in η5 and η6 is 3.54 Å, which is nearly 

half of the diameter of the C60 molecule (7.07 Å) and suggests that Cl‾ is at the centre of 

the fullerene cage. The complexes [Mn(CO)3(η5-C60)]+ and [Mn(CO)3(η6-C60)]+ showed d1, 

d2 and d3 values very similar to that of the anionic fullerene derivatives. It is clear that the 

Mn(CO)3(Cp) [Mn(CO)3(η5 -C60 )]
+ Mn(CO)3(η5-(Cl‾@C60 ))

[Mn(CO)3(η6 -C60 )]
+

Mn(CO)3(η5-(Cl‾C60 ))

Mn(CO)3(η6-(Cl‾@C60 )) Mn(CO)3(η6-(Cl‾C60 ))



210 
 

relative stability of the complexes cannot be correctly inferred from the distance 

parameters. 

Table 5.1 Structural parameters (Å), vibrational frequency of CO symmetric stretching 

(cm-1) and Eb (kcal/mol) values of the Mn-complexes at M06L/6-31G**. 

Complex d1 d2 d3 d4 
 

�̅�CO 
 

Mn(CO)3Cp 1.74 1.79 1.16 - 2103 

[Mn(CO)3(η5-C60)]+ 1.86 1.80 1.16 - 2133 

[Mn(CO)3(η6-C60)]+ 1.85 1.80 1.15 - 2139 

Mn(CO)3(η5-(Cl‾@C60)) 1.85 1.79 1.16 3.54 2111 

Mn(CO)3(η6-(Cl‾@C60)) 1.85 1.79 1.16 3.55 2115 

Mn(CO)3(η5-Cl‾C60) 1.85 1.79 1.16 1.87 2112 

Mn(CO)3(η6-Cl‾C60) 1.88 1.79 1.16 1.94 2122 

 

IR vibrational frequency analysis of these complexes (Table 5.1) shows that the 

carbonyl symmetric stretching frequencies (�̅�CO) of the complexes are higher than that of 

the reference complex, Mn(CO)3(Cp). The C-O vibrational frequency increases in the 

order, Cp‾ < (Cl‾@C60) < (Cl‾C60) < C60. Higher degree of back-bonding from the Mn centre 

to CO ligand in the complex Mn(CO)3(Cp) results in the lowest observed �̅�CO of              

~2103 cm-1  whereas the coordination of [Mn(CO)3]+ to fullerene either in η5 or η6  fashion 

gives the largest  �̅�CO, 2133 - 2139 cm-1 due to the weak back-bonding. Also between η5 

and η6 coordination, 4 - 10 cm-1 lower value of �̅�CO is observed for the former indicating 

the higher preference of such a coordination for fullerene units  with [Mn(CO)3]+. 
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Table 5.2 Eb (kcal/mol) values of various complexation possibilities of the Mn-

complexes at M06L/6-311++G**// M06L/6-31G**. 

Complex Complexation reaction Eb 

Mn(CO)3Cp [Mn(CO)3]+ + Cp‾ -263.9 

(Mn(CO)3)+(η5-C60) [Mn(CO)3]+ + (η5-C60) -81.1 

(Mn(CO)3)+(η6-C60) [Mn(CO)3]+ + (η6-C60) -78.8 

Cl‾@C60 C60 + Cl‾ -52.2 

Cl‾C60 C60 + Cl‾ -25.6 

(Mn(CO)3)+(η5- (Cl‾@C60)) [Mn(CO)3]+ + Cl‾@C60 -160.5 

(Mn(CO)3)+(η6- (Cl‾@C60)) [Mn(CO)3]+ + Cl‾@C60 157.0 

(Mn(CO)3)+(η5- (Cl‾C60)) [Mn(CO)3]+ + Cl‾C60 -165.3 

(Mn(CO)3)+(η6- (Cl‾C60)) [Mn(CO)3]+ + Cl‾C60 -149.1 

 

The energetics of various complexation possibilities are presented in Table 5.2. 

The separation of Mn(CO)3Cp to ionic fragments Mn(CO3)+ and Cp‾ is energy demanding 

with Eb -263.9 kcal/mol. The η5 coordination of C60 with Mn(CO3)+ is exothermic by 81.1 

kcal/mol while the η6 coordination is weaker by 2.3 kcal/mol. The endohedral 

complexation of Cl− with fullerene is exothermic by 52.2 kcal/mol whereas its exohedral 

complexation is exothermic by 25.6 kcal/mol. The dissociation of the complex 

[(Mn(CO)3)+(η5-(Cl‾C60)] into the fragments [MnCO3]+ and Cl‾@C60 requires energy 160.5 

kcal/mol. In the case of the exohedral complex [(Mn(CO)3)+(η5-(Cl‾C60)], Eb for the 

fragmentation (Mn(CO)3)+ and  Cl‾C60 is -165.3 kcal/mol, which is higher than the 

respective endohedral variant by 4.8 kcal/mol. In Cl‾−C60, the interaction distance of Cl‾ 

with the nearest five carbon atoms ranges from 3.10 Å - 3.14 Å which indicates that 

fullerene is having only a weak non-covalent interaction with Cl‾ whereas the C―Cl 

distance 1.87 Å observed in (Mn(CO)3)+(η5-(Cl‾C60)) suggests strong covalent interaction 

between the atoms.  The preferred positon for exohedral bonding of Cl- to the fullerene is 
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the -carbon, with respect to the η5-coordinated five-membered ring as observed from 

the different possible variations in the exohedral structures.  In the case of η6 -

coordination, the Eb values observed for the complexes are less than the corresponding 

η5-complexes (Table 5.1). The difference is 3.5 kcal/mol for Cl‾@C60, whereas in the case 

of Cl‾C60, the difference is of 16.2 kcal/mol.  

The energy data on different complexation possibilities clearly suggest that the 

anionic endohedral as well as exohedral variants of the fullerene molecule with Cl‾ are 

capable of coordinating with the metal fragments to give stable η5 and η6 complexes. 

Although not as strong as the Cp‾ ligands, the endohedral or exohedral modification on 

the fullerene with anion improves the Eb by almost double compared to bare fullerene-

metal interaction. The anion incorporation makes the carbon centers of fullerene 

electron rich and the whole system behaves as a large anion for a strong coordination 

with the metal fragment.  Since η5- complex is more stable than η6-varient, it tested for 

other metal complexes and only the former is studied for other metal centers. 

5.3.2 Complexes of first row transition metals  

The strong η5-type coordinating ability of Cl‾@C60 and Cl‾C60 observed for 

tricarbonyl manganese complex could be validated for other transition metals. In order 

to do this, the study is extended to the organometallic complexes of the first row 

transition metals: Sc, Ti, V, Cr, Mn, Fe, Co, Ni, and Cu. X-ray structures of complexes of 

these metals containing Cp‾ or a substituted Cp‾ (Cp‾*) have been reported in the 

literature. Two or three complexes of each of the first row transition metals are discussed 

here with mostly the carbonyl ligand or trialkyl amine and trialkyl phosphine ligand. The 

optimized structures of selected such complexes (CpMLn) from the literature (Cp‾* is 

replaced with Cp‾) are shown in Figure 5.3. 

The Eb value of CpMLn for Cp‾ dissociation is in the range -196 to -275 kcal/mol 

(Table 5.3). Eb values varies with respect to the nature of the metal centre and the 

associated ligands.  The Cp – metal interaction is the weakest for the early and late 

transition metals such as Sc, Cu and Ni while the middle transition metals such as Cr and 

Fe show the strongest interaction.  In all these complexes, if Cp‾ is replaced with C60 for 
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an η5 coordination with the metal center, the corresponding cationic complexes, 

[C60MLn]+ show Eb in the range -52 to -88 kcal/mol (Table 5.3). 

 

Figure 5.3 Optimised structures of transition metal complexes of Cp‾at M06L/6-31G**. 

Figure 5.4 gives the optimized geometries of (Cl‾@C60)(MLn)+. Here Cl‾@C60 

behaves as a large anionic ligand to provide six electrons to metal center through the η5 

coordination.  The Eb is in the range -116 to -171 kcal/mol which is 63 to 98 kcal/mol 

better than [C60MLn]+ complexes. Compared to early and late transition metals, the 

middle ones showed higher interaction with Cl‾@C60. In all (Cl‾@C60)(MLn)+ cases, Cl‾ is 

trapped deep inside the fullerene moiety (close to the center) and a direct covalent 

interaction of Cl with fullerene carbon or metal center can be ruled out. The significant 

enhancement in the binding energy between Cl‾@C60 and M compared to C60 and M can 

be interpreted as solely due to the through space electronic influence of Cl- on the metal.  

In effect, Cl‾@C60 acts as a large anion58 due to the significant transfer of the extra negative 

charge density on the Cl‾ to the whole fullerene C atoms leading to six electron 

coordination power for  Cl‾@C60 towards the metal center. In essence, the ligation from 

the Cl‾ incorporated fullerene unit through the five membered ring could be considered 

as an interaction similar to between Cp‾ and metal in organometallic complexes.  

Cu(CO)2PEt3(Cp)Ni(Cl)PMe3(Cp)Co(CO)NMe3(Cp)

Co(CO)PEt3(Cp)Mn(CO)2NMe3(Cp) Mn(CO)2PMe3(Cp)

Sc(CO)2PMe3(Cp)

Ni(Cl)NEt3(Cp) Cu(CO)2NMe3(Cp)

Sc(CO)2NMe3(Cp)

Cu(CO)(Cp)

TiCl3(Cp) Ti(CO)2Cl(Cp)

V(CO)4(Cp) Cr(CO)2Cl(Cp) Fe(CO)2Cl(Cp)

V(CO)3(Cp)V(CO)2(Cp)
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Table 5.3 ZPE corrected- Eb of the transition metal complexes for L = Cp ‾,  L = 

C60,   L= Cl‾@C60,  and L = Cl‾C60 at M06L/6-311++G**//M06L/6-31G** level.  

Metal Ligands 
Eb  (kcal/mol) 

L = Cp‾ L= C60 L= Cl‾@C60 L= C60‾Cl‾ 

Sc (I) CO, CO, NMe3, L -194.3 -52.3 -115.9 -118.2 

Sc (I) CO, CO, PMe3, L -195.5 -52.0 -116.8 -111.3 

Sc (I) 4CO, L -216.7 -56.5 -129.4 -131.9 

Ti (II) CO, CO, Cl‾, L -248.8 -73.7 -152.3 -155.4 

Ti (IV) 3 Cl‾, L -255.9 -73.0 -155.2 -161.4 

V (I) CO, CO, L -247.9 -77.1 -153.1 -157.7 

V (I) CO, CO, CO, L -251.6 -76.5 -154.5 -158.0 

V (I) 4CO, L -256.2 -76.8 -156.6 -160.5 

Cr (II) CO, CO, Cl‾, L -221.3 -87.7 -170.0 -173.4 

Mn (I) CO, CO, NMe3, L -224.8 -61.1 -132.3 -134.6 

Mn (I) CO, CO, PMe3, L -235.2 -67.9 -139.8 -142.2 

Fe (II) CO, CO, Cl‾, L -267.1 -79.3 -161.6 -168.9 

Fe (II) CO, CO, Br, L -264.5 -78.3 -159.6 -166.8 

Co (I) CO, NMe3, L -221.3 -70.8 -138.1 -144.6 

Co (I) CO, PEt3, L -223.0 -69.0 -136.3 -139.2 

Ni (II) PMe3, Cl, L -230.8 -78.9 -149.2 -153.3 

Ni (II) NMe3, Cl, L -208.4 -58.4 -129.5 -135.2 

Cu (I) CO, L -235.8 -83.1 -156.0 -156.2 

Cu (I) NMe3, L -200.1 -76.7 -139.4 -134.8 

Cu (I) PEt3, L -198.2 -68.9 -131.4 -127.3 
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Figure 5.4  Optimised structures of transition metal complexes of Cl‾@C60 at 

M06L/6-31G** level. 

The optimized geometries of (Cl‾C60)(MLn)+  complexes are given in Figure 5.5. 

The Eb values of the complexes are in the range -111 to -169 kcal/mol. Strong η5 

coordination is observed for the ligand with all the metal fragments except 

[Sc(CO)2PMe3]+,  [CuNMe3]+ and [TiCl3]+. In the case of [Sc(CO)2PMe3]+ and [CuNMe3]+ , a 

bond formation of Cl‾ with the - carbon is not observed. All attempts to optimize such 

structures give the complexes C60–Sc(CO)2PMe3Cl and C60–CuNMe3Cl respectively. The 

Sc(CO)2NMe3(Cl‾@C60)

Co(CO)NMe3(Cl‾@C60)Co(CO)PEt3(Cl‾@C60) NiNEt3Cl(Cl‾@C60)

Mn(CO)2NMe3(Cl‾@C60)Mn(CO)2PMe3(Cl‾@C60)

Sc(CO)2PMe3(Cl‾@C60)

NiPMe3Cl (Cl‾@C60) Cu(PEt3)(Cl‾@C60)

V(CO)2 (Cl‾@C60)Ti(CO)2Cl(Cl‾@C60)

TiCl3(Cl‾@C60)

Cr(CO)2Cl(Cl‾@C60) Fe(CO)2Cl(Cl‾@C60)

Cu(CO)(Cl‾@C60)Cu(NMe3)(Cl‾@C60)

V(CO)4 (Cl‾@C60)V(CO)3 (Cl‾@C60)

Fe(CO)2Br(Cl‾@C60)

Sc (CO)4 (Cl‾@C60)
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(Cl‾C60)(MLn)+  complex of [Sc(CO)2PMe3]+ and [CuNMe3]+ given in Figure 5.5 shows the 

bonding of Cl‾ at the -carbon and the coordination of fullerene to Sc and Cu is η5 type. 

Similarly in the case of [TiCl3]+, the non-bonded C60···TiCl4 is formed when the 

optimization is attempted for (Cl‾C60)(TiCl3)+  with Cl‾ at the -position. Also, the 

optimization of the complex with Cl‾ at the -position yields the structure given in Figure 

5.5 wherein the fullerene part shows η1 coordination with Ti. When the Cl‾ is connected 

diametrically opposite to the metal coordination, η5 complex of [(Cl‾C60)(TiCl3)+] is 

obtained.  The η1 and η5 complexes of Ti are higher in energy compared to the non-

bonded neutral complex by 41.8 and 65.1 kcal/mol, respectively (Figure 5.6). 

 

Figure 5.5  Optimised structures of transition metal complexes of Cl‾C60 at 

M06L/6-31G** level. 

Sc(CO)2PMe3(Cl‾C60)Sc(CO)2NMe3(Cl‾C60) Sc(CO)4(Cl‾C60)

Ti(CO)2Cl(Cl‾C60) V(CO)2(Cl‾C60) V(CO)4(Cl‾C60)V(CO3(Cl‾C60)

Mn(CO)2NMe3(Cl‾C60)Mn(CO)2PMe3(Cl‾C60)Cr(CO)2Cl(Cl‾C60) Fe(CO)2Cl(Cl‾C60)

Ni(Cl)PMe3(Cl‾C60)Co(CO)NMe3(Cl‾C60)Co(CO)PEt3(Cl‾C60)Fe(CO)2Br(Cl‾C60)

CuPEt3(Cl‾C60)Ni(Cl)NEt3(Cl‾C60) CuNMe3(Cl‾C60) CuCO(Cl‾C60)

TiCl3(Cl‾C60)
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Figure 5.6  Optimized geometries of [(Cl ‾C60)TiCl3] with Cl‾ at ,   ,  and 

diametrically opposite to metal coordination (η) position  at M06L/6-31G** 

level. The difference in their SCF energies (E rel)are given in kcal/mol.  

The trend observed for Eb (Table 5.3) for exohedral fullerene complexes (Figure 

5.5) is very similar to that of endohedral complexes (Figure 5.4) and between them only 

small variations in Eb is observed.  The C-Cl bond formation is well evident in all the 

exohedral complexes as their bond distance falls in the range 1.87 to 2.47 Å. Compared 

to the C-Cl distance observed for Cl‾C60, 46 % reduction in the bond parameter is 

observed for the exohedral complex and suggests that strong electrostatic interaction 

between Cl- and (C60MLn)+ forces the bond formation.  

5.3.3 Effect of solvation  

All the complexes discussed above are studied for the influence of the solvent 

ODCB on the complexation. The solvation effect incorporated binding energy (Ebs) values 

of are given in Table 5.4. For all the cases, Ebs data show a large decrease compared to the 

gas phase value Eb. For example, Ebs of CpMLn complexes are in the range -40.3 to -122.7 

kcal/mol, which is ~150 kcal/mol lower than the corresponding Eb. Similarly, Ebs of 

(C60)(MLn)+, (Cl‾@C60)(MLn)+ and (Cl‾C60)(MLn)+  decreased, but to a lesser extent than 

the CpMLn complexes. Among (C60)(MLn)+, (Cl‾@C60)(MLn)+ and (Cl‾C60)(MLn)+,  the 

endohedral variant is the most stabilized with Ebs in the range -2.5 to -47.5 kcal/mol 

followed by the exohedral complexes. Among all, the best tendency to complex formation 

is observed for Mn, Fe, Co, and Ni complexes.  

TiCl3(Cl‾C60)_βC60…TiCl4

Erel = 41.8 kcal/mol

TiCl3(Cl‾C60)_η

Erel = 65.1 kcal/mol
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Table 5.4 Ebs of the transition metal complexes for L = Cp‾, L = C60, L= Cl‾@C60, and L = 

Cl‾C60 at M06L/SMD/6-311++G**//M06L/6-311++G** level using ODCB as the solvent. 

Metal Ligands 
Ebs  (kcal/mol) 

L =Cp‾ L = Cl‾@C60 L = Cl‾C60 L =C60 

Sc (I) CO, CO, NMe3, L -52.2 -6.9 -0.2 -2.4 

Sc (I) CO, CO, PMe3, L  -51.6 -7.7 9.0 -3.4 

Sc (I) 4CO, L -68.36 -13.01 -6.8 -2.8 

Ti (II) CO, CO, Cl‾, L -85.1 -16.6 -13.4 -2.3 

Ti (IV) 3Cl‾, L -107.7 -33.8 -33.1 -17.2 

V (I) CO, CO, L -80.0 -14.2 -10.2 -2.2 

V (I) CO, CO, CO, L -89.5 -20.7 -16.0 -7.1 

V (I) 4CO, L -98.2 -24.7 -22.3 -10.2 

Cr (II) CO, CO, Cl‾, L -122.7 -47.5 -45.9 -31.2 

Mn (I) CO, CO, CO, L -102.4 -24.9 -15.4 -10.5 

Mn (I) CO, CO, NMe3, L -80.2 -15.3 -10.0 -4.8 

Mn (I) CO, CO, PMe3, L  -89.2 -21.2 -15.7 -10.1 

Fe (II) CO, CO, Cl‾, L -120.6 -39.0 -40.9 -22.1 

Fe (II) CO, CO, Br‾, L -129.3 -48.1 -49.2 -31.8 

Co (I) CO, NMe3, L -81.3 -26.2 -21.8 -17.6 

Co (I) CO, PEt3, L -89.9 -30.8 -25.1 -22.1 

Ni (II) PMe3, Cl‾, L -89.1 -34.7 -30.0 -24.6 

Ni (II) NMe3, Cl‾, L -80.9 -26.3 -25.4 -14.5 

Cu (I) CO, L -50.7 -2.5 6.7 7.2 

Cu (I) NMe3, L -40.3 -12.2 -0.7 -5.9 

Cu (I) PEt3, L -43.4 -9.1 -6.0 -2.8 
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5.3.4 Chloro-fulleride complex to fullerene and metal chloride 

Assuming that the known systems C60 and MLnCl reacts to give (Cl‾C60)(MLn)+ or 

(Cl‾@C60)(MLn)+, the energy the reaction (Er) can be used as a parameter to assess the 

stability of (Cl‾C60)(MLn)+ and (Cl‾@C60)(MLn)+ complexes.  

Table 5.5 ZPE corrected-reaction energy (Er) and solvation included reaction energy 

(Ers) in kcal/mol for the complexes (Cl‾@C60)(MLn)+ and (Cl‾C60)(MLn)+ into 

corresponding MLnCl and C60. 

Metal ligands 

Er Ers 

L = Cl‾@C60 L = Cl‾C60 L = Cl‾@C60 L = Cl‾C60 

Sc (I) CO, CO, NMe3, L -0.2 24.1 -3.9 27.7 
Sc (I) CO, CO, PMe3, L  -4.3 27.8 -12.7 28.8 
Sc (I) 4CO, L -0.1 24.1 -4.1 27.0 
Ti (II) CO, CO, Cl‾, L -2.8 21.9 -3.9 24.0 
Ti (IV) 3Cl‾, L 14.3 34.7 10.6 36.2 
V (I) CO, CO, L -12.8 9.2 -4.6 24.2 
V (I) CO, CO, CO, L -9.8 13.3 -6.6 22.9 
V (I) 4CO, L -8.1 14.5 -9.3 17.9 

Cr (II) CO, CO, Cl‾, L -14.7 8.4 -12.8 13.6 
Mn (I) CO, CO, CO, L -12.8 11.5 -7.7 22.5 
Mn (I) CO, CO, NMe3, L -16.8 7.4 -10.7 19.5 
Mn (I) CO, CO, PMe3, L  -15.5 3.8 -11.7 11.3 
Fe (II) CO, CO, Cl‾, L -17.5 1.9 -12.2 11.5 
Fe (II) CO, CO, Br‾, L -26.4 -6.3 -11.7 17.5 
Co (I) CO, NMe3, L -28.0 -4.3 -12.2 18.3 
Co (I) CO, PEt3, L -24.0 -1.5 -4.3 25.2 
Ni (II) PMe3, Cl‾, L -24.1 -3.3 -5.6 20.1 
Ni (II) NMe3, Cl‾, L -19.5 6.8 7.3 41.2 
Cu (I) CO, L -27.8 3.3 3.4 39.7 
Cu (I) NMe3, L -25.5 5.2 0.3 28.3 
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The Er data in gas phase and solvent phase (Es) are given in Table 5.5 For the 

endohedral cases, Er is negative (exothermic) indicating the favourability of the 

formation of coordinated complex over fullerene and metal chloride. The endohedral 

character is found only for exohedral systems of Co(I) and Ni(II). Also the endohedral 

complexes always showed higher stability than the exohedral variant. This is because the 

interaction of Cl‾ with the interior surface of C60 is significantly more stabilizing in 

character than its exohedral interaction with C60. The Es data show that solvent effect is 

improving the coordination property of the endohedral Sc(I), Ti(I), Ti(IV) and one of the 

V(I) systems whereas for the rest of the systems and for exohedral complexes, the 

solvation effect has a diminishing effect on the coordination properties.  The diminished 

coordination power in solvent is the highest for the late transition metals such as Co(I), 

Ni(II) and Cu(I) complexes. 

5.4 Conclusions 

Endohedral and exohedral chloro-fullerides are capable of interacting with the 

metal fragments to give different transition metal complexes in the η5 and η6 coordination 

modes. Cl‾@C60 is found to be stable in the isolated as well as in the complexed form, 

whereas Cl‾C60 is found to have the covalent C-Cl interaction only in the presence of the 

counter cationic metallic fragment. The η5 complex was more stabilized than the 

corresponding η6 variant in the studied representative case of [Mn(CO)3L] (L= C60, 

Cl‾@C60 and Cl‾C60). The Eb data clearly showed the superior coordinating ability of 

Cl‾@C60 and Cl‾C60 in comparison with C60 for all the metallic complexes from Sc to Cu. 

The effect of solvation on the complexation of chloro-fulleride with metal fragments 

studied with SCRF method has shown a similar trend in energetics as that of the gaseous 

state but with a reduced value for binding energy. This is because in the ligands Cl‾@C60 

and Cl‾C60, the negative charge is no longer on Cl atom alone but delocalized over all the 

carbon atoms. The chloro-fulleride behaves as bulky anion with the ability to coordinate 

strongly with transition metals. Among the different metals, Mn, Fe, Co, and Ni are found 

to have significantly higher values of both Eb and Ebs. The endohedral chloro-fulleride 

showed higher coordination ability than the exohedral one. The Er data indicate that by 
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reacting fullerene with a transition metal chloride, formation of chloro-fulleride 

incorporated transition metal complex can be achieved.  Such a reaction is exothermic 

for endohedral systems and mostly endothermic for the exohedral complex.  All these 

facts thus accentuate the possibility of the anionic form of the fullerene molecule to act 

as a large anionic ligand in organometallic complexes. The large size (~0.7 nm in 

diameter), high chemical stability, large specific surface area, good electrical conductivity 

and unique three-dimensional structure of the fullerene unit in ligands: Cl‾@C60 and 

Cl‾C60, makes them suitable for designing complexes with specific catalytic activities. The 

steric bulkiness of the ligand helps in stabilizing the metals in their incomplete electronic 

states like 12-, 14- and 16-electrons by preventing the metal centre from further ligation. 
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 Part B: Fulleride-metal η5 Sandwich and 

 Multi-decker Sandwich Complexes  
 

5.5 Abstract 

The (C60CN)― formed by the reaction of CN― with fullerene shows high electron 

rich character, very similar to C60
―, and it behaves as a large anion. Similar to Cp―, the 

bulky anion, (C60CN)―, acts as a strong η5 ligand towards transition metal centers. 

Previous studies on η5 coordination of fullerene cage are reported for pseudo fullerenes 

whereas the present study deals with sandwich complexes of (C60CN)― with Fe(II), Ru(II), 

Cr(II), Mo(II), and Ni(II) and multi-decker sandwich complexes of CN‒fullerides with 

Fe(II). The structural parameters of these complexes and the corresponding Cp― 

complexes showed very close resemblance. Analysis of the metal-to-carbon bonding 

molecular orbitals showed that sandwich complex [Fe(η5-(C60CN)―)2] exhibit bonding 

features very similar to that of ferrocene. Also, a 6-fold decrease in the band gap energy 

is observed for [Fe(η5-(C60CN)―)2] compared to ferrocene. The energy of dissociation 

(ΔE) of the ligand (C60CN)― from [Fe(η5-(C60CN)―)2] is slightly lower than the ΔE of a Cp* 

ligand from a ferrocene derivative wherein each cyclopentadienyl unit is substituted with 

four tertiary butyl groups. The (C60CN)― ligand behaved as one of the bulkiest ligands in 

the chemistry of sandwich complexes. Further, the coordinating ability of the dianion, 

(C60(CN)2)2― is evaluated which showed strong coordination ability simultaneously with 

two metal centers leading to the formation of multi-decker sandwich and pearl-necklace 

type polymeric structures.  

5.6 Introduction 

Independent researches by Pauson and Kealy and by Miller and co-workers led to 

the accidental discovery of the biscyclopentadienyl complex of iron, [Fe(C5H5)2], called 

ferrocene,62, 63 which established the concept of pπ-dπ complexes.33 The electronic 

structure of ferrocene was solved independently by Fischer64 and Woodward and 

Wilkinson65, 66 as a 6d-electron Fe(II) atom sandwiched between a pair of 6π-electron 
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aromatic pentagonal carbon arrays (cyclopentadienyl anion = Cp―).67 The X-ray 

crystallography by Eiland and Pepinski confirmed the sandwich-type configuration of 

ferrocene.68   Later Dunitz and Orgel explained the high stability of ferrocene with 

molecular orbital theory.69 This discovery of ferrocene opened up a completely new 

gateway to the organometallic chemistry of sandwich complexes, commonly known as 

metallocenes.70-72 The applications of metallocenes are based on their behavior as 

reducing agents, antioxidants, and as excellent organic carriers of iron in high 

concentration and are also used as a catalyst for various organic reactions.73  

The tuning of the properties of sandwich complexes is achieved through 

modifying the Cp― ligand by different alkyl substitution resulting to the synthesis of 

various bulky sandwich complexes.74-76  Further, the five membered ring of a fullerene 

cage has been considered as a replacement for Cp― ligand for developing new set of 

sandwich complexes. Ravinder and Subramanian  reported a DFT study on the structure 

and stability of fullerene based endohedral sandwich complexes.77 Previous theoretical 

studies predicted the formation of Cp-type π-complexes of fullerene derivatives, for 

example, the fullerene analogue of ferrocene, bis(η5-fullerenyl-R5)Fe.30-32, 78, 79 Here ‘R’ 

substituted five -carbon centers around the five-membered ring were saturated which 

created pure Cp― character and such modified fullerene derivatives are known as ‘pseudo 

fullerenes’.5 Nakamura group gave an experimental validation for the existence of 

ferrocene-type singlet ground state configurations of η5-pseudo fullerene complexes of 

Fe(II), Ru(II).25-28, 80, 81 They also synthesized group 6 metal complexes of the η5-

pentamethyl[60]fullerene.82 Muhammad et al. theoretically studied the diradical 

character and nonlinear optical properties of buckyferrocenes by suitably modifying the 

pseudo fullerene fragments.83 

All the studies on sandwich complexes developed with fullerene derivatives have 

utilized a five-membered ring surrounded with saturated carbon centers for η5 

coordination whereas a ferrocene analogue of fullerene C60 is not yet reported. Although 

C60 is capable of forming compounds in various coordination forms such as η2, η3, η4, η5 

and η6, most of the experimental studies were focused on the η2 mode of coordination 

towards the metal. Owing to the conjugated -electron cloud, a simple η5 coordination 
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from five-membered ring or η6 coordination from six-membered ring appeared difficult 

which can be attributed to the electron deficient character of the fullerene cage. The 

unique properties of fullerene such as low reduction potentials and strong electron 

acceptor nature make it a potential source of new materials or chemotherapeutic 

agents.84-89 This has instigated several theoretical90-96 and experimental97-99  studies on 

endohedral91, 100-102 as well as exohedral103-106 modifications on the fullerene cage to 

generate the new materials of interest.107-110  

Shortly after the bulk synthesis of C60, different kinds of fullerene polymers have 

been synthesized, including the so-called “pearl necklace”, or main-chain, structures, in 

which the fullerene molecules are joined together with short bridging groups, and the 

“charm bracelet”, or side-chain, polymers, where the fullerenes dangle from the 

backbone of existing polymers.111-113  Organometallic C60 polymers was an area of 

significant interest  and in 1992 Nagashima and co-workers synthesised the first example 

of such a polymer with pearl-necklace structure.114, 115 Recently, Leng et al.  have reported 

spontaneously self-assembled -C60-Ru-C60- polymeric chains as spherical particles. Their 

DFT calculations showed that the metal Ru exhibited the η2 to η6 modes of coordination 

with the C60 and the stable configuration was observed to possess the η2 mode of 

coordination and a stabilization of 86 kcal/mol was observed for C60-Ru-C60.116 

Organometallic C60 polymers may have potential applications in catalysis,115 

electrochemistry,117 and other areas.118 The extended sandwich structures (triple-

deckers, tetra-deckers etc.) containing d-transition metals are well established and 

literature also gives reports on the multi-decker sandwich complexes of f-elements with 

sterically demanding  ligands.119-121 However, such multi-decker sandwich complexes 

containing fulleride ligands are not reported yet.  

Recently, in a study using the M06L/6-311++G**//M06L/6-31G** level  of DFT, 

we have shown that both endohedral and exohedral chloro-fullerides act as an η5 ligand 

similar to Cp― with cationic transition metal fragments.122 This study also revealed that 

in comparison to the simple C60, the chloro-fullerides act as bulky anionic ligands in η5 or 

η6 mode of coordination. The binding energy observed for the complexes of chloro-

fullerides (110 – 160 kcal/mol) was twice than that of the complexes formed by C60 (50 - 
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90 kcal/mol). The encapsulation of an anion in the fullerene cage is very difficult to 

accomplish while the exohedral modification of fullerene cage has been found to be a 

possible way to obtain the anionic fullerene derivatives. Very recently, DFT studies 

predicted the exothermic formation of anionic exohedral fullerides (X-fullerides, X = H, F, 

OH, CN, NH2 and NO2) from C60 and an X-substituted imidazolium (IMX) compound.123 

The X-fullerides showed the delocalised distribution of the extra electron on the fullerene 

cage. As a result, compared to fullerene, the C60 cage of fulleride showed high electron 

rich character very similar to C60 anion. Further, the proposed mechanism of formation 

IM+(C60X)― ion-pairs from C60 and 1,3-dimethyl-2X-Imidazole (IMX) supported the 

formation of low melting imidazolium-fulleride ionic liquids. Among the different 

reactions, the formation of IM+(C60CN)― was the most exergonic. Considering the electron 

rich character of the X-fullerides, here we explore the η5 coordination tendency of them 

towards the formation of sandwich complexes. The (C60CN)― is selected as  the η5 ligand 

for different transition metals viz. Fe, Ru, Cr, Mo and Ni. Further, (C60(CN)2)2― dianion 

species is considered for developing extended structures of fulleride-sandwich 

complexes. 

5.6.1 Computational methods 

All calculations have been carried out at the M06L/6-311++G**//M06L/6-31G** 

level of density functional theory124-126 using the Gaussian16 suite of programs127. M06L 

functional has been suggested as the best method in overall performance for 

organometallic, and noncovalent interactions.124 The vibrational frequency analysis has 

been done to confirm the optimized geometries as the true energy minima. A mixed basis 

set is used for the complexes of Ru amd Mo where LANL2DZ  basis set is used for defining 

transition metal Ru and Mo  while 6-31G** and 6-311++G** basis sets are used for other 

atoms in optimization and singlepoint calculations respectively. The energy required to 

dissociate one of the ligands from the sandwich complex (ΔE) is calculated using the 

supermolecule approach. 

ΔE= E3 ― (E1 + E2)       (Eq. 5.4) 
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where E1, E2 and E3 stand for the zero-point energy (ZPE)-corrected energy of the 

organometallic fragment, (C60CN)― and sandwich complex, respectively. Here the ZPE-

correction obtained from M06L/6-31G** level is added to the single point energy 

calculated at  M06L/6-311++G** level. The free energy change (ΔG) associated with the 

reaction is also calculated in a similar fashion. 

ΔG= G3 ― (G1 + G2)      (Eq. 5.5) 

where G1, G2 and G3 stand for corrected free energy of the organometallic 

fragment, (C60CN)― and sandwich complex, respectively. 

MESP topology analysis is performed on ligands and complexes to locate their 

most negative-valued point, a (3, +3) critical point, also known as Vmin.128 Atom–atom 

interactions could be characterized as covalent or noncovalent, based on the electron 

densities at the respective BCPs (ρb) as well as from the sign of the corresponding 

Laplacian (2ρb). Further, natural bond orbitals (NBO) analysis, as implemented in 

Gaussian 16 is used for understanding the charge transfer from ligand to metal centre. 

5.7 Results and discussion 

Figure 5.7  shows the optimized geometries of the sandwich complexes of Fe(II) 

viz. [Fe(η5- Cp)2], [Fe(η5-C5(t-Bu)3)2], [Fe(η5-(C60CN)―)(η5- Cp)] and [Fe(η5-(C60CN)―)2] 

which are labelled as 1, 2, 3, and 4 respectively with the shortest Fe‒C distance (d1) and 

longest Fe‒C distance (d2) with each ligand in Å. The stable conformation of the ferrocene 

molecule has the Cp― rings in the eclipsed configuration129 with the average Fe‒C bond 

length of 2.01 Å and a distance of 1.60 Å is observed between the Fe atom and centre of 

the Cp― ring (d3) which are in agreement with the experimental values.130, 131  In the 

[Fe(η5-C5(t-Bu)3)2] complex, three H atoms on each Cp― ring is substituted with bulky 

tertiary butyl (t-Bu) groups. This bulky ferrocene derivative has d3 1.65 Å which is 

comparable with the experimental observation.132 This increase in the Fe‒C bond length 

and Fe‒Cp― distance (d3) is due to steric influence from the bulky substituents on the Cp 

ring. The replacement of one of the Cp― with (C60CN)― gives the hybrid complex 3, with 

d3 1.59 Å towards Cp― ligand, is very similar to that of the ferrocene molecule while d3 
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1.65 Å towards the fulleride indicates that this ligand is bulkier than the C5(t-Bu)33) 

ligand. As observed in the case of the ferrocene, the pentagonal ring of the (C60CN)― unit 

is in eclipsed conformation with the Cp― ligand. Replacement of both the Cp― rings with 

two (C60CN)― units gives the complex 4, with d3 1.66 Å. These results confirm that the 

sandwich complexes of (C60CN)― with Fe(II) is analogues to ferrocene. 

 

Figure 5.7  Optimized geometries of the sandwich complexes with their bond 

lengths in Å unit. The ligand dissociation energy ΔE of these complexes, at  

M06L/6-311++G**//M06L/6-31G** level, is also depicted in kcal/mol.  

ΔE = -237.9 kcal/mol

Fe(η5-C5H5)2 Fe(η5-C5H5)(η5-C60CN―)

Fe(η5-C60CN―))2

ΔE = -151.8 kcal/mol

ΔE = -145.8 kcal/mol

ΔE = -192.8 kcal/mol

Fe(η5-C5(t-Bu)3)2

1 2 3

4

ΔE = -159.7 kcal/mol

Fe(η5-C5(t-Bu)4)2

2.132.01

5
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The energy required to dissociate one of the Cp― ligands (ΔE) from complex 1 is -

237.9 kcal/mol whereas the same observed for the C5(t-Bu)3 ligand is -192.8 kcal/mol 

(Figure 5.7). The ΔE for the (C60CN)― ligand in the complexes 3 and 4 is -151.8 and -145.8 

kcal/mol, respectively.  The lower range of ΔE for the fulleride complexes can be 

attributed to the bulky nature of the fulleride ligand; in fact, the data support it as one of 

the bulkiest ligands in organometallic chemistry. Hence we also studied the ferrocene 

derivative of tetra substituted Cp― ligand, 5, [Fe(η5-C5(t-Bu)4)2]. A penta-substitution on 

the Cp― ring with t-Bu appears was not possible due to spatial congestions from several 

methyl groups. Though the structural parameters of complex 5 is not available in the 

literature, the DFT study has shown that the d3 is 1.69 Å and the ΔE -159.7 kcal/mol is 

very close to that of the complexes 3 and 4.   

We also studied the η6 coordination of the (C60CN)― ligand in the complex 3 and 

4. The slightly inferior ΔE values -137.1 and -130.0 kcal/mol, respectively for the complex 

3 and 4 in η6 coordination clearly illustrates the preference for the η5 coordination in 

sandwich complexes. 

5.7.1 MESP analysis 

The electron rich sites characterized by (3, +3) critical points are often referred 

as MESP minimum, Vmin. Figure 5.8 gives the MESP plots and Vmin values of the ligands 

Cp―, (C5(t-Bu)3) ―, (C60CN)―, and their sandwich complexes viz. 1, 2, 3 and 4.  Both Cp― 

ligand and (C5(t-Bu)3) ― show high negative Vmin (intense blue region) over the five-

membered ring whereas (C60CN)― shows lower magnitude for Vmin which can be 

attributed to the delocalization of the extra electron over the 59 sp2 hybridized carbon 

centers. The electron delocalization feature is also displayed using the minimum value of 

MESP that engulfs the whole anion (Figure 5.9).133 Up on coordination with the metal 

center, a drastic reduction in the magnitude of negative MESP occurs for both Cp― and 

(C5(t-Bu)3)― in the corresponding metallocenes while (C60CN)― show only positive 

potential (except for the lone pair region of CN unit). 
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Figure 5.8 MESP of ligands and complexes plotted on isodensity surface 0.005 

au, at M06L/6-311++G**//M06L/6-31G** level DFT. MESP value at a (3, +3) 

critical point, Vmin is also depicted.  

 

Figure 5.9  MESP of C60•―,  (C60CN)―  and (C60(CN)2)2―  that engulfs the whole 

anion at M06L/6-311++G**//M06L/6-31G** level. The minimum value of 

MESP that engulfs the whole anion in au is also depicted.  

Fe(η5-C5H5)2 Fe(η5-C5H5)(η5-C60CN―) Fe(η5-C60CN―))2Fe(η5-C5(t-Bu)3)2

1 2 3 4

Cp― (C60CN)―C5(t-But)3
―

-134.5 kcal/mol-153.8 kcal/mol -70.7 kcal/mol

-17.9 kcal/mol -16.1 kcal/mol

(C60(CN)2)2―(C60CN)―C60
―

-0.0782 -0.1684-0.0881
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The observed change in MESP can be attributed to the strong electron donating 

η5-coordination of the ligands with the metal center which leads to charge transfer from 

the ligand to the metal. The five-membered ring adjacent to the CN substitution is 

identified as the most strongly coordinating η5-region due to the appearance of the 

highest negative MESP features over there.  

5.7.2 NBO analysis 

The NBO natural charge observed for Fe(II) center is -0.52, -0.42, -0.40, -0.29 and 

-0.28 for 1, 2, 3, 4 and 5, respectively (Table 5.6). This data suggests that the charge 

transfer is maximum in ferrocene while both fulleride-sandwich complex 4 and the 

highly substituted ferrocene derivative 5 show similar but diminished charge transfer 

features which can be attributed to the high steric effect in both the cases.  

Table 5.6 The natural charge (au) on Fe(II) and the average Fe-C BO distance (Å) at 

M06L/6-311++G**//M06L/6-31G** level. 

System Natural charge on Fe(II) Avg. Fe-C BO distance 

1 -0.52 0.46 

2 -0.42 0.44 

3 -0.40 0.45 

4 -0.29 0.43 

5 -0.28 0.41 

 

5.7.3 Molecular orbital analysis  

A few important bonding molecular orbitals (MOs) of the sandwich compounds, 

ferrocene and 4, are given in Figure 5.10. The MO diagram shows the significant ‘d’-

orbital nature of the typical doubly degenerate HOMO (HOMOa and HOMOb) for 

ferrocene. The HOMO-2 orbital also shows high ‘d’ orbital character with minimum 

interactions from the Cp― ligands. Significant overlap between Cp― orbitals is seen in the 
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degenerate HOMO-3a and HOMO-3b and they represent the p-p interactions in 

ferrocene. The degenerate HOMO-5a and HOMO-5b represent the d-p interactions 

between metal and ligand orbitals.  

 

Figure 5.10 Molecular orbital correlation diagram for ferrocene (left, 

isosurface = 0.04 au) and complex 4 (isosurface = 0.015 au), at                 

M06L/6-311++G**//M06L/6-31G** level DFT. 

In comparison with ferrocene, a similar case of bonding scenario is observed in 

complex 4 as well, but the energy levels show significant variations which can be 

attributed to the bulky nature and lower symmetry of the (C60CN)―) than Cp― ligand. The 

HOMO of 4 has high metal ‘d’ orbital character and it resembles to the HOMO-2 of 

ferrocene.  This MO is more stabilized in 4 than ferrocene. The HOMO-2 and HOMO-6 of 

4 are similar to the degenerate HOMOa and HOMOb of ferrocene and are more stabilized 

HOMOa,
HOMOb

HOMO-2

HOMO-3a, 
HOMO-3b

HOMO-5a,
HOMO-5b

HOMO

HOMO-2
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HOMO-8

HOMO-9

HOMO-10
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in 4. The orbitals HOMO-7, HOMO-8, HOMO-9 and HOMO-10 are analogous to HOMO-3a, 

HOMO-3b, HOMO-5a and H-5b of ferrocene, respectively. Though the bonding features 

appear to be similar in these four MOs, they are slightly destabilized in comparison with 

that of ferrocene. The LUMO of ferrocene is at 0.95 eV which makes the HOMO – LUMO 

band gap at 3.54 eV. In complex 4, LUMO appears at -4.71 eV which indicates high 

stabilization, resulting to a very low band gap 0.55 eV. The lower band gap exhibited by 

fulleride sandwich complex than ferrocene can be attributed the weaker interactions 

between the ligands arising from their steric effects.79 Compared to ferrocene, 2 and 5 

also show lower band gap, 3.09 and 2.54 eV, respectively. 

5.7.4 QTAIM analysis  

The nature of coordination of fulleride with metal is confirmed from the QTAIM 

BCP analysis (Figure 5.11). The BCPs of the Fe‒C bonding interactions show positive 

Laplacian of electron density (²ρb) values while negative values are observed for total 

electron energy density (H) (Table 5.7). Thus these interactions can be considered as 

closed shell interactions with partial covalent nature.134  

 

Figure 5.11  QTAIM molecular graph of complexes  1 and 4.  Values in black and 

red colors are ρb and ²ρb in au. 

Previous studies analyzed the bonding in ferrocene and different derivatives of it 

for understanding the contributions of electrostatic  and covalent interactions.129, 135, 136 

Frenking et al. showed that the Fe‒C bonding interactions in ferrocene is from 53 – 58 % 



233 
 

electrostatic attraction and the rest is from covalent interactions. The ²ρb plots in Figure 

4 and also those given in Figure 5.12 show that the Fe‒C bonding interactions in both 

ferrocene and fulleride-sandwich complexes are very similar.   

 

Figure 5.12  ²ρb  values plotted on a plane passing through one of the Fe -C 

bond for complexes 1,  2,  3,  and 4.  The red and blue regions indicate the 

noncovalent and covalent bonding regimes.  The BCP for the Fe‒C bonding is 

indicated with ρb (black), ²ρb (red) and Hb (blue) values in au.  

The red to blue variation in ²ρb plot indicates the noncovalent to covalent 

changes in the bonding interactions. As observed from the ρb and ²ρb values, the 

1 2

3 4

0.097

0.337

-0.026

0.093

0.318

-0.024
0.083

0.294

-0.019

0.094
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strength of the Fe‒C bonding interactions in complex 4 is slightly weaker than that of 1 

(Figure 5.12), which is reflected in the more intense red region in the ²ρb plot of 1 than 

4. Also the total electron energy density (Hb) values show the most negative character in 

the complex 1, and it decreases in the order 1, 2, 3, 5, and 4. Hence, compared to 

ferrocene a reduced degree of covalent character is expected in the case of fulleride-

sandwich complex 4, which can be attributed to the high steric effects from the fulleride 

ligand. 

Table 5.7 The average values of ρb, ²ρb  and H on the bond critical points (BCPs) of Fe-

C bonding interactions at M06L/6-311++G** level. The values are given in au. 

System Avg. ρb Avg.2ρb Avg. Hb 

1 0.0973 0.3371 -0.0259 

2 0.0936 0.3008 -0.0246 

3 0.0932 0.3177 -0.0241 

4 0.0830 0.2942 -0.0187 

5 0.0852 0.2669 -0.0206 

 

5.7.5 Sandwich complexes of other metals 

Similar to ferrocene, Ru(II) also gives the stable 18 electron sandwich complex 

Ru(η5-(C60CN)―)2 (Figure 5.13)  with an average Ru‒C bond length 2.24 Å which is higher 

than the corresponding value 2.19 Å in ruthenocene.137 For Cr(II) and Mo(II), the 

sandwich complexes exhibit 16-electron configuration with average metal-carbon 

distance 2.16 and 2.32 Å, respectively which agree well with the corresponding 

experimental values of their Cp― complex. 138 139 Experimental studies show that Cp― 

complexes of Mo(II) often undergoes either further coordination with additional two 

ligands (Cl― or H―) or dimerizes to a stable 18-electron configuration. Here the bulky 

fulleride ligands may prevent the metal centers from further coordination to yield the 

16-electron complex. In the case of Ni(II), the [Ni(η5-(C60CN)―)2] complex has 20-electron 
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configuration with average Ni-C distance 2.16 Å which is in good agreement with the 

corresponding Cp― complex.140  

 

Figure 5.13  Optimized geometries of the sandwich complexes of Ru(II), 

Cr(II), Mo(II), and Ni(II) with the shortest metal‒C bond length in Å unit. The 

ΔE values are also depicted in kcal/mol.  

The energy required to dissociate of one (C60CN)―) ligand from the sandwich 

complex (ΔE) is calculated for each case.The ΔE of [Ru(η5-(C60CN)―)2] is found to be -

135.7 kcal/mol which is 10 kcal/mol lower than that of Fe-complex 4. The decrease in 

the magnitude of ΔE can be attributed to the slightly inferior Ru‒C interactions owing to 

the larger size of the Ru atom. Similarly, the ΔE value of Cr(II) complex is higher in 

magnitude than that of Mo(II) by about 6 kcal/mol. The 20-electron fulleride-sandwich 

complex, [Ni(η5-(C60CN)―)2] has ΔE -126.3 kcal/mol, which indicates that Ni‒C 

interactions are slightly weaker than those in 16- and 18-electron complexes. Similar to 

the Fe(II) complexes, these complexes also prefer the η5 coordination mode over the η6. 

For instance Cr(η5-(C60CN)―)2 is more stable than the corresponding η6 complex by 11.1 

kcal/mol. 

5.7.6 Multi-decker sandwich complexes  

The exohedral addition of two CN― to the fullerene cage can create a dianion 

((C60(CN)2)2―). The energetics of the reaction of two molecules of 1,3-dimethyl-2,3-

Ru(η5-C60CN―)2

ΔE= -135.7 kcal/mol

Cr(η5-C60CN―)2

ΔE= -134.1 kcal/mol

Mo(η5-C60CN―)2

ΔE= -127.9 kcal/mol

Ni(η5-C60CN―)2

ΔE= -126.3 kcal/mol
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dihydro -2- cyano-imidazole (IMCN) and C60 (Scheme 5.1) suggests that formation of the 

imidazolium complex of the dianionic fulleride (C60(CN)2)2― is exothermic by 23.3 

kcal/mol and the corresponding free energy change (ΔG) is 0.7 kcal/mol. The dianionic 

character of (C60(CN)2)2― suggests the utilization of two pentagonal units for making η5 

coordination with metal centers. Moreover, large number of such fullerides may 

assemble in presence of cationic metal centers to form polymeric metallocenes. Recent 

report by Leng et al. on the formation of nanoclusters of C60 in presence of Ru and their 

DFT modelling of one-dimensional -C60-Ru-C60- and other bulk structures suggested 

favorable η2 type interactions between metal center and C60. Here we modelled five 

polymeric structures, viz. 6, 7, 8, 9 and 10 (Figure 5.14) wherein multiple Fe(II) centers 

exist in ferrocene-type sandwich configuration with Cp units of fulleride cage. The 6 and 

8 are made by two (C60CN)― and one (C60(CN)2)2―, 7 and 9 are made by two (C60CN)― and 

two (C60(CN)2)2― while 10, a cyclic sandwich polymeric structure is made with six 

(C60(CN)2)2― units. 

 

Scheme 5.1 Reaction of C60 with IMCN to give dianionic fulleride. 
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Figure 5.14  Optimized geometry of sandwich fulleride polymer complexes of 

Fe(II) at M06L/6-31G** level.  

Further, the strength of the η5 coordination in the multi-decker 

sandwich/polymeric complexes is analyzed by dissociating them into Fe(II) and the 

corresponding fullerides. The dissociation scheme of each complex is given in Table 5.8. 

In each case, the total energy of dissociation (ΔEtotal), the free energy change (ΔGtotal) and 

the dissociation energy per Fe(II) (ΔE/Fe(II)) are calculated (Table 5.8). Ferrocene has the 

highest magnitude for ΔE/Fe(II), -735.4 kcal/mol. The tertiary butyl (t-Bu) substituted 

derivatives 2 and 5 have lower magnitude of ΔE/Fe(II) than ferrocene and the value further 

decreases in complex 4. The linear pearl-necklace type polymer 6 and 7 have ΔE/Fe(II) -

587.5 and -597.6 kcal/mol, which are better than the sandwich complex [Fe(η5-

(C60CN)―)2], 4. Compared to the multi-decker linear sandwich complexes 6 and 7, their 

corresponding angular isomers 8 and 9 show slightly lower ΔE/Fe(II). Further, ΔE/Fe(II) 

shows better values when moving from normal sandwich to triple-decker to tetra-decker 

systems.   The complex 10 is a cyclic hexamer structure, similar to a closed pearl-necklace 

polymer, composed of six Fe(II) and six units of (C60(CN)2)2―. The complete 

  

6 7 

 
  

 

8 9 10 
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fragmentation of the polymer to constituent units gives ΔE/Fe(II) -303.0 kcal/mol 

indicating that dianionic fulleride has higher coordination ability than the anionic 

fullerides. On the free energy scale, all the reactions given in Table 1 appear exergonic in 

nature. Despite the decreased entropy factor, the hexamer 10 formation from dianionic 

fullerides appears highly feasible in terms of both ΔE and ΔG terms. Also the trend in 

ΔE/Fe(II) shows that the energetics is better for the formation of the higher order 

structures 7 and 9 than 6 and 8, respectively. 

Table 5.8 The dissociation pattern in each sandwich complex, the total energy of 

dissociation (ΔEtotal), the dissociation energy per Fe(II) (ΔE/Fe(II)) and the free energy 

change (ΔGtotal). Value in kcal/mol at M06L/6-311++G**//M06L/6-31G** level DFT. 

Complex Dissociation ΔEtotal ΔE/Fe(II) ΔGtotal 

1 Fe2+ + 2Cp― -735.4 -735.4 -224.9 

2 Fe2+ + 2(C5(t-Bu)3)― -711.5 -711.5 -176.8 

3 Fe2+ + Cp― + (C60CN)― -649.3 -649.3 -138.4 

4 Fe2+ + 2(C60CN)― -556.7 -556.7 -132.2 

5 Fe2+ + 2(C5(t-Bu)4)― -683.3 -683.3 -140.1 

6 2Fe2+ + 2(C60CN)― + (C60(CN)2)2― -1174.9 -587.5 -174.9 

7 3Fe2+ + 2(C60CN)― + 2(C60(CN)2)2― -1792.9 -597.6 -189.7 

8 2Fe2+ + 2(C60CN)― + (C60(CN)2)2― -1161.5 -580.8 -168.8 

9 3Fe2+ + 2(C60CN)― + 2(C60(CN)2)2― -1768.6 -589.5 -182.0 

10 6Fe2+ + 6(C60(CN)2)2― -3635.5 -605.9 -594.0 
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5.8 Conclusions 

Similar to ferrocene, the η5 coordinated sandwich complexes have been observed 

for the metals Fe(II), Ru(II), Cr(II), Mo(II) and Ni(II) with the (C60CN)― ligand. The 

structural parameters of these fulleride sandwich complexes are comparable to those of 

the corresponding Cp―  sandwich complexes. The η5 coordination mode of (C60CN)― is 

preferred over η6 coordination. The MESP analysis showed the delocalized anionic 

nature of the ligand (C60CN)―. Further, upon coordination with the metal center, a drastic 

decrease in the negative character of the MESP is observed in the complex which 

indicated strong η5 mode of coordination of the ligand. The MO analysis has shown that 

the η5 Fe―C bonding features of [Fe(η5-(C60CN)―)2] is very similar to that of ferrocene. 

The similarity in the metal–ligand bonding as well as the covalent-noncovalent nature of 

the Fe-C bonding interactions is further confirmed from the QTAIM analysis.  

The coordination ability of dianionic fulleride, (C60(CN)2)2―  with metal centers is 

better than the anionic fullerides.  Also (C60(CN)2)2―  can simultaneously utilize two of its 

five-membered rings to develop η5 coordination with metal centers which lead to the 

formation of multi-decker sandwich complexes and pearl-necklace type polymers. The 

growth patterns of the complexes in both linear and bent directions as well as formation 

of cyclic structures are found to be energetically feasible. The analysis of ΔE/η5 values of 

each multi-decker system has shown that the energetics is favorable for the formation of 

polymeric structures. The highest magnitude of ΔE/Fe(II) is observed for the closed pearl-

necklace structure composed of dianionic fulleride and Fe(II) centers. These results 

clearly suggest that CN‒fullerides are very bulky and versatile η5 ligands which can be 

utilized for the development of hitherto unknown multi-decker sandwich and pearl-

necklace type polymeric structures. 
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Carbon dioxide capture and storage (CCS) has been a hot topic of discussion for past few 

decades. CO2 capture and storage depends on the CO2 interaction with the storage materials. A 

covalent interaction can lead to chemisorption while a non-covalent interaction can lead to 

physisorption. Recent studies have shown that the nitrogen (N)-rich and carbonaceous molecular 

systems play an essential role in the CO2 capture. The thesis focuses on the interaction of CO2 with 

different anionic and N-rich molecular systems using density functional theory (DFT).  

The first part of Chapter 1 provides a brief account of various CO2 capture and storage 

techniques and important theoretical and experimental works on the capability of fullerene based 

systems to act as an organometallic η5 ligand. In part B, an overview of computational chemistry 

and methodologies employed in the thesis are included.  

Chapter 2 demonstrates the substantial affinity of the anions such as F, Cl, Br, OH, 

NH2
, NO2

, CN, and ClO to bind with a large number of CO2 molecules. The remarkable ability of 

the anions to interact with a large number of CO2 molecules is due to the cooperativity resulting 

from the secondary O…C interactions which compensate for the weakening of the primary 

anion…C interactions as the cluster size increases.   

Chapter 3 is divided into two parts. Part A shows the substantial affinity of guanidine (G) 

to bind with a large number of CO2 molecules through the (G+)-(CO2-) zwitterion via multiple 

O…HN interactions. In part B, the study is extended to varoius cyclic/acyclic imine based 

functional molecules (XN) for their CO2 binding affinities. Formation of only noncovalent (nc) 

XN…CO2 complexes is observed for a group of imines while more saturated imines (XN') produced 

both nc and covalent (c) complex XN'+(CO2). Also noncovalent and covalent bonding territories 

are clearly demarcated with the identification of a transition state (ts) as the crossover point. 

In chapter 4, Part A demonstrates that the exohedral addition of anionic X‾ moieties to 

C60 (X = H, F, OH, CN, NH2, and NO2) is thermodynamically a viable process to create large X-

fulleride anions (C60X)― by locating the transition state for the reaction between C60 and 1,3-

dimethyl-2X-Imidazole (IMX). In Part B the formation of imidazolium-based ionic complexes of 

polyanionic fullerides, (IM+)n…(C60(CN)n)n― from the reaction of C60 fullerene with ‘n’ molecules 

of 1,3-dimethyl-2,3-dihydro-2-cyano-imidazole (IMCN) is demonstrated.  The 

(IM+)n…(C60(CN)n)n― ion-pair systems showed strong interactions with CO2 molecules. 

Chapter 5 is divided into two parts. Part A shows the coordinating ability of endohedral 

and exohedral chloro-fullerides to acts as η5-ligands towards various metal centres viz. Sc(I), 

Ti(II), Ti(IV), V(I), Cr(II), Mn(I), Fe(II) and Cu(I). Part B illustrates that similar to Cp―, the bulky 

anion, (C60CN)―, acts as a strong η5 ligand to form sandwich complexes with Fe(II), Ru(II), Cr(II), 

Mo(II), and Ni(II). Further, the coordinating ability of the dianion, (C60(CN)2)2― is evaluated which 

showed strong coordination ability simultaneously with two metal centers leading to the 

formation of multi-decker sandwich and pearl-necklace type polymeric structures. 
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Abstract: Structure and energetics of the interaction of CO2 molecules with anions 

F-, Cl-, Br-, CN-, NC-, OH-, ClO-, NH2-, and NO2-, have been studied at the 

M06L/6−311++G** level of density functional theory. In all the cases, C of CO2 

interacts with the anion. The maximum number of CO2 molecules (nmax) absorbed 

by the anions to saturate the first shell of coordination varies from 8 – 12 in 

different complexes. The distance of interaction (dint) of F-(CO2), NC-(CO2), ClO-

(CO2), HO-(CO2) and H2N-(CO2) is 1.533, 1.527, 1.468, 1.456, and 1.470 Å, 

respectively which indicates covalent bond formation between carbon and the 

interacting atom in the anion which is confirmed from the interaction energy (Eint) 

values of these complexes -29.8, -16.4, -24.4, -45.3, and -53.0 kcal/mol, 

respectively. However, the Cl-, Br-, CN- and NO2- interact non-covalently with the 

carbon center of CO2 with the dint in the range of 2.5 – 2.9 Å. With the adsorption 

of each CO2, an average increment of 5.2 – 7.2 kcal/mol is observed in the Eint value 

of the complexes. Secondary O…C interactions and the resulting stabilizations are 

explored from the quantum theory of atoms in molecules (QTAIM) parameters. 

Further, the multicenter charge delocalization in the anionic complexes is 

explained using the molecular electrostatic potential (MESP) analysis. The study 

proves that anions possess a remarkable ability to interact with a large number of 

CO2 molecules which leads to significant stabilization of the complex.  This 

property can be employed for CO2 sequestration. 

2. Presented a poster entitled “Formation of large clusters of CO2 around anions: DFT 

study reveals cooperative CO2 adsorption”, at the National Conference on New 

Frontiers in Chemistry – From Fundamentals to Applications (NFCFA2019) 

organized at BITS Pilani, K K Birla Goa Campus, Goa, 20-22 December, 2019. 
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Abstract: Structure and energetics of the interaction of CO2 molecules with anions 

F‾, Cl‾, Br‾, CN‾, NC‾, OH‾, ClO‾, NH2‾, and NO2‾, have been studied at the 

M06L/6−311++G** level of density functional theory. The maximum number of 

CO2 molecules (nmax) adsorbed by the anions to saturate the first shell of 

coordination varies from 8 – 12 in different complexes. The anion…CO2 distance 

(dint) in F‾(CO2), NC‾(CO2), ClO‾(CO2), HO‾(CO2) and H2N‾(CO2) is 1.533, 1.527, 

1.468, 1.456, and 1.470 Å, respectively which indicates covalent bond formation 

between carbon and the anion which is confirmed from the interaction energy 

(Eint) values of these complexes 29.0, 14.7, 23.2, 41.7, and 48.1 kcal/mol, 

respectively. The Cl‾, Br‾, CN‾ and NO2‾ interact always non-covalently with the 

carbon center of CO2 with dint in the range of 2.5 – 2.9 Å. With the adsorption of 

each CO2, an average increment of 5.9 – 6.7 kcal/mol is observed in the Eint value 

of the complexes. The Eint per CO2 (Eint/CO2) is nearly a constant for all the non-

covalent complexes, even up to nmax number of CO2 adsorbed. Though the primary 

anion…CO2 interaction gets weaker with the increasing size of CO2 cluster, a 

steady increase in the secondary O…C interaction between adsorbed CO2 

molecules helps the systems to maintain a constant value for Eint/CO2. The electron 

density data of non-covalent bond critical points in quantum theory of atoms in 

molecules (QTAIM) analysis are used to partition the total interaction energy data 

in to primary anion…C and secondary O…C interactions. Further, the multicenter 

charge delocalization in the anionic complexes is explained using the molecular 

electrostatic potential (MESP) analysis. The study proves that anions possess a 

remarkable ability to interact with a large number of CO2 molecules due to 

cooperativity resulting from the secondary O…C interactions which compensate 

for the weakening of the primary anion…C interactions. This property of the 

anion-CO2 interactions can be exploited for developing anionic or anion-

incorporated materials for CO2 storage.  

 

3. Presented a Poster entitled “Guanidine as a strong CO2 adsorbent: A DFT study on 

cooperative CO2 adsorption” the Theoretical Chemistry Symposium (TCS), IISER 

Kolkata, 12-14 December, 2021. 
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Abstract: Among the various carbon capture and storage (CCS) technologies, 

direct air capture (DAC) of CO2 by engineered chemical reactions on suitable 

adsorbents has attained more attention in recent times. Guanidine (G) is one of 

such promising adsorbent molecules for CO2 capture. Here we show that the 

noncovalent G…CO2 complex can transform to a strongly interacting G-CO2 

covalent complex under the influence of multiple G and CO2. The study conducted 

at M06-2X /6-311++G** level density functional theory shows ΔE = -5.7 kcal/mol 

for G…CO2 with N…C distance 2.688 Å while almost a five-fold increase in ΔE (-

27.5 kcal/mol) is observed for the (G-CO2)8 cluster wherein the N-C distance is 

1.444 Å.  All the (G-CO2)n clusters (n = 2 – 10) show strong N-CO2 covalent 

interaction with N-C distance gradually decreasing from 1.479 Å for n = 2 to 1.444 

Å for n = 8  9, 10. The N-CO2 bonding gives                    (G+)-(CO2-) zwitterion 

character for G-CO2 and the charge-separated units preferred a cyclic 

arrangement in (G-CO2)n clusters due to the support of three strong 

intermolecular O…HN hydrogen bonds from every CO2.  The O…HN interaction 

also enhances with an increase in the size of the cluster up to n = 8. The high ΔE is 

attributed to the large cooperativity associated with the N-CO2 and O…HN 

interactions. The quantum theory of atoms in molecules (QTAIM) analysis 

confirms the nature and strength of such interactions and also finds that the total 

interaction energy is directly related to the sum of the electron density at the bond 

critical points of N-CO2 and O…HN interactions. Further, molecular electrostatic 

potential analysis shows that the cyclic cluster is stabilized due to the 

delocalization of charges accumulated on the (G+)-(CO2-) zwitterion via multiple 

O…HN interactions.  The cyclic (G-CO2)n  cluster formation is a highly exergonic 

process which reveals the high CO2 adsorption capability of guanidine. 
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Formation of large clusters of CO2 around anions:
DFT study reveals cooperative CO2 adsorption†

Sebastian Anilaab and Cherumuttathu H. Suresh *ab

The structure and energetics of the interaction of CO2 molecules with anions F�, Cl�, Br�, CN�, NC�,

OH�, ClO�, NH2
�, and NO2

�, have been studied at the M06L/6-311++G** level of density functional

theory. The maximum number of CO2 molecules (nmax) adsorbed by the anions to saturate the first shell

of coordination varies from 8 to 12 in different complexes. The anion� � �CO2 distance (dint) in F�(CO2),

NC�(CO2), ClO�(CO2), HO�(CO2) and H2N�(CO2) is 1.533, 1.527, 1.468, 1.456, and 1.470 Å, respectively,

which indicates covalent bond formation between carbon and the anion, which is confirmed from the

interaction energy (Eint) values of these complexes 29.0, 14.7, 23.2, 41.7, and 48.1 kcal mol�1,

respectively. The Cl�, Br�, CN� and NO2
� interact always non-covalently with the carbon center of

CO2 with dint in the range of 2.5–2.9 Å. With the adsorption of each CO2, an average increment of

5.9–6.7 kcal mol�1 is observed in the Eint value of the complexes. The Eint per CO2 (Eint/CO2
) is nearly a

constant for all the non-covalent complexes, even up to nmax number of CO2 adsorbed. Though the

primary anion� � �CO2 interaction gets weaker with the increasing size of the CO2 cluster, a steady

increase in the secondary O� � �C interaction between adsorbed CO2 molecules helps the systems to

maintain a constant value for Eint/CO2
. The electron density data of non-covalent bond critical points in

quantum theory of atoms in molecules (QTAIM) analysis are used to partition the total interaction energy

data into primary anion� � �C and secondary O� � �C interactions. Furthermore, the multicenter charge

delocalization in the anionic complexes is explained using the molecular electrostatic potential (MESP)

analysis. This study proves that the anions possess a remarkable ability to interact with a large number of

CO2 molecules due to cooperativity resulting from the secondary O� � �C interactions which compensate

for the weakening of the primary anion� � �C interactions. This property of the anion–CO2 interactions

can be exploited for developing anionic or anion-incorporated materials for CO2 storage.

Introduction

Cheap and effective carbon dioxide (CO2) capture and storage
(CCS)1–8 techniques have to be developed for the isolation,
extraction, and storage of CO2 emitted from various sources,
especially from fossil fuel-based power generation, to alleviate
the emission of CO2 into the atmosphere. For storing CO2, it
must interact with the storage materials. A covalent interaction
can lead to chemisorption while a non-covalent interaction can
lead to physisorption.9 Though CO2 is electrically neutral,
strong electrostatic interactions can develop with charged
species due to their polarizability.10 The theoretical6,11–16 and
experimental17–29 studies on the interactions between CO2 and

halide ions (anions) have been a field of interest for a long time.
Spears and Ferguson studied F(CO2)� both experimentally and
theoretically, and found that electrostatic calculations were
insufficient to describe the covalent character of the C–F
bond.30,31 McMahon and Larson explained the bonding in
F(CO2)� complexes as covalent between F and C to suggest
the formation of fluoroformate anion FCO2

� and that in
Cl(CO2)� complexes as electrostatic, using the ion cyclotron
resonance (ICR) technique.32 Semi-empirical studies by Ault
have given a planar C2v symmetric structure for the fluoroformate
anion, which was later confirmed from the ab initio calculations
by Hiraoka et al.,33,34 and Arnold and co-workers studied the
geometry of the X�/CO2 clusters (X = I, Br, Cl, and F) at the SCF
and Møller–Plesset (MP2 and MP4) levels of theory.35 They also
obtained the solvation energetics using negative ion photoelec-
tron spectroscopy, as an expansion of the work by Markovich
et al.36,37 The structure and energetics of the CO2–halide (Br�, I�

and Cl�) interactions were also studied by Pathak.38–40 In
addition to the inorganic anions,41 the energetics as well as
the spectral properties of the CO2 clusters of organic anions
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Interdisciplinary Science and Technology, Thiruvananthapuram, Kerala, 695 019,
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(Py�)42 and metal anions, namely Au,43–45 Ag,45,46 Cu45,47 and
Ni,48,49 have been studied by various research groups.

Very recently, in a series of papers, Della and Suresh have
reported a systematic study on the interactive behaviour of H2

molecules with a large variety of anions and showed that anions
possess a unique ability to interact with a large number of H2

molecules.50–53 Their studies also revealed the cooperativity of
intermolecular dihydrogen interactions in the cluster formation.
Though many theoretical and experimental studies have been
reported for anion–CO2 interactions, a systematic study focusing
on the energetics of the formation of clusters of CO2 around
anions has not been reported yet. The present study addresses this
topic using density functional theory and also elaborates on the
nature of anion–CO2 bonding – covalent versus non-covalent and
cooperativity of interactions. The selected anions are F�, Cl�, Br�,
CN�, NO2

�, OH�, ClO�, NC�, and NH2
�.

Computational methods

All the calculations have been done using the Gaussian 16
quantum chemistry package54 at the M06L/6-311++G** level of
density functional theory (DFT).55,56 Selection of this method is
based on a previous benchmark study which recommends this
as the best method to calculate the geometry and interaction
energy of non-covalent dimers to an accuracy close to CCSD.50,57

Since all complexes are anionic, the diffuse functions in the
basis set are essential to describe the wave function. All the
clusters discussed here are taken in their gaseous state at
standard conditions of temperature (298.1 K) and pressure
(1.0 atm). The presence of all real frequencies in the vibrational
analysis is confirmed for all the optimized geometries. The
geometry of X�(CO2)n for n = 1 to n = nmax are obtained for
X� = F�, Cl�, Br�, CN�, NO2

�, OH�, ClO�, NC�, and NH2
�

where nmax stands for the maximum number of CO2 molecules
that can be accommodated into the first coordination shell of
the anion. Saturation of the first coordination shell is confirmed
by locating the structure of X�(CO2)nmax+1 wherein at least one of
the anion� � �C distances is significantly larger than the rest.
For systems containing up to five CO2 molecules, several con-
figurations are optimized (Table S15, ESI†) and among them
the most stable X�(CO2)n is reported here. Based on such
configurations, higher clusters are constructed by maximizing
the O� � �C interactions between adsorbed CO2 molecules. The
interaction energies of the complexes are calculated using the
super-molecule approach. For any two interacting subsystems A
and B, stabilization energy or the energy of interaction (Eint) of
the super-molecule AB is calculated as

DE = EA + EB � EAB (1)

where, EA, EB and EAB stand for the energy of systems A (anion),
B (nCO2 molecules) and AB (X�(CO2)n cluster), respectively.58–61

The zero-point corrected energy of the systems is used for the
calculation of Eint values. Furthermore, Eint is incorporated with
the correction for the basis set superposition error (BSSE)62–65

using the counterpoise (CP) approach of Boys and Bernardi.66,67

Bader’s quantum theory of atoms in molecules (QTAIM)
analysis, based on the electron density (r) distribution is
carried out to get deep insight into the covalent and non-
covalent interactions present in the complexes as well as to
understand the cooperativity of the interactions. The QTAIM
plots contain bond paths, which are lines connecting the
bonded nuclei through the distributed locally maximal electron
density and the corresponding bond critical points.68–70 The
AIMAll package has been used to visualize the bond paths and
to locate the bond critical points (BCPs) in the QTAIM
analysis.71 Atom–atom interactions are distinguished as cova-
lent and non-covalent interactions based on the electron den-
sities at the respective BCPs (rb) as well as from the sign of the
corresponding Laplacian (r2r). The sum of electron density at
the BCPs (Srb) and the sign of the Laplacian of electron density
(r2r) are also analyzed for all the complexes.

Molecular electrostatic potential (MESP) is a real physical
property which is directly related to the electron density func-
tion r(r).72 MESP at any point r in space, V(r) is defined by the
equation:

VðrÞ ¼
XN
A

ZA

r� RAj j �
ð
rðr0Þd3r0
jr� r0j (2)

where ZA is the charge on the nucleus located at a distance RA,
r(r0) is the electron density and r0 is a dummy integration
variable.72,73 The MESP topographical analysis is carried out on
all the complexes at the M06L/6-311++G** level of theory to
understand the intermolecular interactions73–75 and the delo-
calization of the electron density from the anion to the
adsorbed CO2 molecules. Furthermore, a benchmark set of
calculations is done on representative cases using the B3LYP-
D3, BP86-D3, and wB97XD levels in conjunction with the basis
set 6-311++G**. The D3 stands for Grimme’s dispersion
correction.76

Results and discussion
Structure and energetics

The optimized structures of the X�(CO2) of all the anions are
given in Fig. 1. In all the cases, C of CO2 interacts with the anion
and the distance of interaction (dint) gives a quick assessment
of the strength of interaction. The dint of F�(CO2), NC�(CO2),
ClO�(CO2), HO�(CO2) and H2N�(CO2) is 1.533, 1.527, 1.468,
1.456, and 1.470 Å, respectively, which indicates the formation
of a covalent bond between carbon and the anion and the
resulting systems are the carboxylate anions of fluoroformic
acid (FCOO�), cyano formic acid (NCCOO�), hypochloro formic
acid (ClOCOO�), carbonic acid (HOCOO�) and carbamic acid
(H2NCOO�), respectively. The OCO bond angles (y) in FCOO�,
NCCOO�, ClOCOO�, HOCOO� and H2NCOO� are 138.9, 133.1,
137.3, 133.3 and 130.91, respectively, which are 40–501 smaller
than the OCO angle in CO2. Furthermore, the CO bond elongates
from 1.161 Å in CO2 to 1.217–1.249 Å in the carboxylates. This
shows the structural deformation in CO2 resulting from the
strong interaction with the anion. Anions Cl�, Br�, CN� and
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NO2
� interact non-covalently with the carbon of CO2 as dint

2.5–2.9 Å seen in Cl�(CO2), Br�(CO2), CN�(CO2) and NO2
�(CO2)

is significantly higher than the typical covalent bond distances.
In these systems, the reduction in y due to non-covalent bond
formation is 10–181 and the CO bond elongation is 0.005–0.027 Å.

The interaction of F� and CO2 leading to the formation of
FCOO� has been previously reported.32,33 The interaction
energy (Eint) for the covalent bond formation (bond energy) in
FCOO� is 29.0 kcal mol�1. The FCOO� retains the carboxylate
form even when a second CO2 molecule interacts with it. The
second CO2 interacts non-covalently with the fluoroformate
anion through F� � �CO2 and O� � �CO2 interactions (Fig. 2). The
resulting complex FCOO�(CO2) has F–C distance 1.559 Å which
is 0.026 Å higher than the F–C distance of FCOO� (Fig. 1).
Interaction from a third CO2 molecule further increases the F–C
distance to 1.737 Å which suggests substantial loss of covalent
character for this bond. In fact the carboxylate anionic form
disappears when four or more CO2 molecules interact with F�

and they can be represented as F�(CO2)n where n 4 3. The
strong covalent F–C interaction in FCOO� breaks up due to the
combined non-covalent interaction from four or more CO2

molecules as the shortest F–C distance in F�(CO2)4, F�(CO2)5, and
F�(CO2)6 is 2.239, 2.364, and 2.496 Å, respectively (Fig. 2). In the
case of F�(CO2)7, the seventh CO2 interacts at a distance 4.791 Å
from the F� suggesting that the first coordination shell of F� is
saturated with six CO2 molecules (Fig. 2). The shell and half-shell
formations of solvent molecules (CO2) around anions such as I2

�,
IBr�, and ICN� have been observed theoretically as well as
experimentally by the Lineberger63,77 and Neumark groups.78–80

The Eint values of the F�(CO2)n complexes given in Table 1
suggest that once the coordination shell is saturated at n = 6,

further interaction from a CO2 in the second shell can only
bring an additional stabilization of 3.3 kcal mol�1 which is
7.0 kcal mol�1 lower than that observed for the n = 5 to n = 6
step. The interaction energy per CO2 (Eint/CO2

) for n 4 3 can be
considered as a measure of the non-covalent F�� � �C bond
strength as such complexes show only non-covalent bonds
whereas Eint/CO2

for n = 2 and n = 3 corresponds to the non-
covalent interaction energy of CO2 with a fluoroformate anion
while that for n = 1 gives the F–C covalent bond strength.

Fig. 2 Optimized structures of CO2 complexes of F� with their dint (Å),
y (1) and Eint (kcal mol�1) at M06L/6-311++G**.

Table 1 ZPE- and BSSE-corrected Eint and Eint/CO2
, in kcal mol�1, for the

CO2 complexes of F� at the M06L/6-311++G** level

Complex Reaction Eint Eint/CO2

FCOO� F� + CO2 29.0 29.0
FCOO�(CO2) FCOO� + CO2 7.9 7.9
FCOO�(CO2)2 FCOO� + 2CO2 14.3 7.2
F�(CO2)4 F� + 4CO2 52.4 13.1
F�(CO2)5 F� + 5CO2 61.0 12.2
F�(CO2)6 F� + 6CO2 71.3 11.9
F�(CO2)7 F� + 7CO2 74.6 10.7

Fig. 1 Optimized structures of X�(CO2) with their dint (Å), y (1) and
interaction energy (kcal mol�1) at the M06L/6-311++G** level of theory.
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The Eint/CO2
11.9 kcal mol�1 observed for the saturated complex

F�(CO2)6 indicates the high probability for the formation of
such a complex in the gas phase. The Eint/CO2

data in Table 1
also suggest that the non-covalent interaction between F� and
CO2 is significantly stronger than that between FCOO� and CO2

which can be attributed to the higher charge concentration in
the smaller sized F� than that in FCOO�.

The interaction energy (Eint) for the covalent bond formation
(bond energy) in FCOO�, NCCOO�, ClOCOO�, HOCOO� and
H2NCOO� is found to be 29.0, 14.7, 23.2, 41.7, and 48.1 kcal mol�1,
respectively, whereas Eint 6.9, 5.6, 7.1, and 11.6 kcal mol�1 observed
for Cl�(CO2), Br�(CO2), CN�(CO2) and NO2

�(CO2), respectively,
indicates non-covalent bond formation between the anion and CO2.

In NCCOO�, ClOCOO�, HOCOO� and H2NCOO�, the initially
formed bond with CO2, viz. C–C, O–C, O–C and N–C, respectively,
is retained in the system even for the fully saturated coordination
state of these anions with CO2. The optimised structures
of NCCOO�(CO2)n, ClOCOO�(CO2)n, HOCOO�(CO2)n and
H2NCOO�(CO2)n are shown in Fig. 3 for the highest n (nmax)
and the rest are given in the ESI.† The nmax is found to be 11 for
NCCOO�, ClOCOO�, HOCOO� and H2NCOO�. The NC–C, HO–C
and H2N–C bonds of NCCOO�, HOCOO� and H2NCOO�,
respectively, showed contraction in bond length, viz. 1.527 to
1.503 Å for NCCOO�, 1.474 to 1.401 Å for HOCOO�, and 1.470 to
1.420 Å for H2NCOO� when the number of coordinated CO2

molecules changed from n = 1 to n = nmax. This is an unexpected
result as the opposite trend is seen in the case of FCOO�.
However, in the case of ClOCOO�, the ClO–C bond length
increased from 1.468 to 1.507 Å. The change in bond length is

not substantial here which indicates the retention of the covalent
character of the bond in the saturated complexes.

The Eint values for NCCOO�, ClOCOO�, HOCOO� and
H2NCOO� are given in Table 2. The highest magnitude in Eint is
observed for H2NCOO�(CO2)n which shows an average increase of
7.6 kcal mol�1 with the addition of each CO2 molecule (Table 2). For
each CO2 adsorbed on the anion, on average Eint becomes more
negative by 6.5, 6.3 and 8.8 kcal mol�1 for the complexes
NCCOO�(CO2)n ClOCOO�(CO2)n and HOCOO�(CO2)n, respectively.

In Cl�(CO2)n, Br�(CO2)n, CN�(CO2)n and NO2
�(CO2)n, always

non-covalent bond formation is observed between the anion
and CO2 for all n values. Structures of these complexes for

Fig. 3 Optimised structures of X�(CO2)nmax (X� = NCCOO�, ClOCOO�, HOCOO�, H2NCOO�, Cl�, Br�, CN� and NO2
�) with representative dint (Å) and

Eint (kcal mol�1) at the M06L/6-311++G** level of theory.

Table 2 ZPE- and BSSE-corrected Eint and Eint/CO2
, in kcal mol�1, for the

CO2 complexes of NC�, ClO�, OH�, and NH2
�, at the M06L/6-311++G**

level

n

NCCOO�(CO2)n ClOCOO�(CO2)n HOCOO�(CO2)n H2NCOO�(CO2)n

Eint Eint/CO2
Eint Eint/CO2

Eint Eint/CO2
Eint Eint/CO2

0 14.7 14.7 23.2 23.2 41.7 41.7 48.1 48.1
1 5.9 5.9 6.3 6.3 5.6 5.6 8.9 8.9
2 12.8 6.4 11.6 5.8 13.2 6.6 16.5 8.3
3 19.0 6.3 17.0 5.7 20.5 6.8 20.6 6.9
4 24.9 6.2 21.7 5.4 23.8 6.0 30.2 7.6
5 29.1 5.8 28.3 5.7 36.9 7.4 33.8 6.8
6 34.0 5.7 28.6 4.8 36.2 6.0 34.4 5.7
7 37.8 5.4 37.3 5.3 48.1 6.9 47.0 6.7
8 42.0 5.3 38.1 4.8 53.8 6.7 49.7 6.2
9 46.7 5.2 41.8 4.6 59.1 6.6 54.9 6.1
10 51.9 5.2 46.4 4.6 63.7 6.4 60.2 6.0
11 57.9 5.3 56.4 5.1 67.3 6.1 62.2 5.7
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n = nmax are given in Fig. 3. The nmax is 9 for Cl� and Br� and 8
for CN� and NO2

�. On average, the anion–CO2 distance in
Cl�(CO2)n, Br�(CO2)n, CN�(CO2)n and NO2

�(CO2)n is in the range
of 2.888–3.241, 3.158–3.546, 2.559–3.260, and 2.109–3.366 Å,
respectively (ESI†). These data indicate a decrease in non-
covalent interaction strength as n changes from 1 to nmax. In
the case of Cl�(CO2)n, Eint (Table 3) improves by 6.7 kcal mol�1

with the addition of each CO2 molecule; this effect is 6.2, 6.3,
and 5.9 kcal mol�1, respectively, for Br�(CO2)n, CN�(CO2)n, and
NO2

�(CO2)n.
Some of the small X�(CO2)n clusters (n r 3) show negative

DG values for anions such as H2NCOO�, Cl�, Br�, CN�, and
NO2

� while a medium sized cluster (4–6 CO2 molecules) gives
positive DG values, 1–10 kcal mol�1 and large clusters show values
above 10 kcal mol�1 (Tables S6 and S7, ESI†). The negative entropy
is the decisive factor as the TDS (T = 298 K) contribution per every
CO2 molecule adsorbed in the system is B8.00 kcal mol�1. In the
case of a realistic system consisting of anions and the counter
cations, the adsorption can take place only by overcoming the
strong coulombic interaction between the ions. Our results
suggest that anionic or electron rich systems have high tendency
to adsorb CO2 molecules and among the studied anions, F� has
the highest ability.

We also carried out a benchmark study on a representative
case, Cl�(CO2)n using dispersion effect-included methods, viz.
B3LYP-D3, BP86-D3, and wB97XD in conjunction with basis
set 6-311++G**. In Table 4, Eint values computed using these
methods are compared with M06L/6-311++G** data. All the
methods give similar Eint data apart from the slight enhancement

of B1 kcal mol�1 observed in the average Eint/CO2
for B3LYP-D3

and BP86-D3 (ESI†). The M06L method was thoroughly bench-
marked in a previous study and also previous studies showed that
it yields reliable results for anionic systems.50–53 The rest of the
study is conducted using the M06L/6-311++G** method.

Quantum theory of atoms in molecule (QTAIM) analysis

The QTAIM molecular plots of the anionic clusters at nmax are
given in Fig. 4. The dotted lines indicate the bond paths and
purple spheres represent the BCPs. In addition to the inter-
actions between the anionic center and the CO2, secondary
O� � �C interactions arise between adsorbed CO2 molecules, as
indicated by the presence of BCPs between O and C. According
to the Koch and Popelier criterion,81,82 for a non-covalent
interaction, rb falls in the range of 0.002–0.040 a.u. and r2r
is positive, typically in the range of 0.024–0.139 a.u. Although
negative r2r values generally indicate covalent interactions,
there are exceptions such as the charge-shift bonds proposed by
Shaik et al.83 Such bonds are marked by the BCPs with larger
value for the third eigenvalue of the Hessian (l3) than those of
the other two (l1 and l2).70 Also the parallel principal axis of the
ellipsoid aligned with the eigenvectors is smaller than the
perpendicular one (c o a, b) and is obtained as, a = |rr
|/|l1|, b = |rr|/|l2|, and c = |rr|/|l3| (assuming that all the
critical points are rank three, i.e., li a 0, for i = 1–3).

In all the cases studied here, the Koch–Popelier criterion on
rb is valid for all the non-covalent interactions (Table 5) and the
sign of r2r is positive whereas the covalent bonds, viz. F–C in
FCOO�, NC–C in NCCOO�, ClO–C in ClOCOO�, HO–C in
HOCOO� and H2N–C in H2NCOO� show large rb and negative
r2r values. In the case of (FCOO�)(CO2)n, the ordered pair of
(rb, r2r) for the shortest F–C interaction is (0.1756, �0.0285)
for n = 0, (0.1648, 0.0251) for n = 1, (0.1072, 0.1983) for n = 2,
and (0.0339, 0.1078) for n = 3. For FCOO�, the F–C bond is
completely covalent in nature as indicated by the large rb and
negative r2r values. For FCOO�(CO2) and FCOO�(CO2)2, rb

falls in the covalent range while the positive r2r indicates the
possibility of charge-shift bonding. For instance, the shortest
F–C interaction seen in FCOO�(CO2) is marked by the eigenvalues
�0.2928, �0.2808 and 0.5987 and the values of principal axes a, b
and c of the ellipsoids aligned with the eigenvectors are 0.5412,
0.5644 and 0.2646, respectively. Here |l3| 4 |l1,2| and c o a, b,
which supports the formation of a charge-shift bond. Similar
is the case of FCOO�(CO2)2. Upon addition of the fourth CO2,
the existing covalent F–C interaction disappears and the non-
covalent complex F�(CO2)4 forms with rb and r2r in the
prescribed range.

Unlike FCOO�, the interaction of ‘n’ number of CO2 with
NCCOO�, ClOCOO�, HOCOO� and H2NCOO� does not change
the covalent character of the initially formed anion–carbon
bond as rb and r2r in all these cases show values in the range
of 0.2134–0.2852 a.u. for the former and (�0.2837)–(�0.7866)
a.u. for the latter.

The value of rb is often used as a measure of the strength of
the corresponding non-covalent bonding interaction while
the sum of rb (Srb) can be indicative of the total stabilizing

Table 3 ZPE- and BSSE-corrected Eint and Eint/CO2
in kcal mol�1, for the

CO2 complexes of Cl�, Br�, CN�, and NO2
�, at the M06L/6-311++G**

level

n

Cl� Br� CN� O2N�

Eint Eint/CO2
Eint Eint/CO2

Eint Eint/CO2
Eint Eint/CO2

1 6.9 6.9 5.6 5.6 7.1 7.1 11.6 11.6
2 14.0 7.0 11.5 5.8 13.8 6.9 17.7 8.8
3 21.7 7.2 18.4 6.1 20.0 6.7 24.1 8.0
4 28.7 7.2 24.6 6.2 26.4 6.6 30.2 7.5
5 35.7 7.1 30.3 6.1 32.4 6.5 36.1 7.2
6 42.2 7.0 36.2 6.0 39.6 6.6 40.4 6.7
7 49.3 7.0 42.7 6.1 44.3 6.3 44.2 6.3
8 57.1 7.1 49.7 6.2 51.0 6.4 53.1 6.6
9 60.1 6.7 55.0 6.1 — — — —

Table 4 Benchmark study for the representative case, Cl� (CO2)n com-
plexes with the basis set 6-311++G**. ZPE- and BSSE-corrected Eint values
are given in kcal mol�1

n B3LYP-D3 BP86-D3 wB97XD M06L

1 7.7 7.0 6.2 6.9
2 15.3 12.5 12.3 14.0
3 23.3 18.2 18.6 21.7
4 30.9 23.3 24.5 28.7
5 38.4 28.5 30.6 35.7
6 45.5 33.3 36.1 42.2
7 53.4 38.3 41.6 49.3
8 61.6 43.6 47.2 57.1
9 66.9 45.4 49.9 60.1
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influence of the non-covalent interactions. The Srb values
presented in Table 5 for all the anions show a strong linear
correlation with the total interaction energy Eint (Fig. 5). The
slope of the correlation plot (intercept is zero) can be used as a
measure of the non-covalent binding affinity of the anions to
CO2 molecules (Table S11, ESI†). The decreasing order of the
slope is F� 4 Br� 4 CN� 4 Cl� 4 NO2

� 4 NCCOO� 4
HOCOO� 4 H2NCOO� 4 ClOCOO� and suggests that F� has
the highest and ClOCOO� has the lowest affinity towards CO2.

For all the anions, a linear increase in Eint is observed
with respect to the number of CO2 adsorbed. For example, Eint

for Cl�(CO2) is 6.9 kcal mol�1 while that for Cl�(CO2)9 is
60.1 kcal mol�1; the stabilizing effect is more than nine times.
The Eint/CO2

is nearly a constant for most of the anions. The
steady increase in Eint with each CO2 adsorbed can be regarded
as one of the most remarkable features of the anion–CO2

interaction. With the addition of each CO2, the non-covalent
anion� � �C binding distance (dint) steadily increases. For instance, in
the case of Cl�(CO2)n, for n = 1, dint is 2.888 Å and it increases to

3.241 Å for n = 9. Such a distance feature may suggest a diminishing
trend for Eint/CO2

with increase in the number of adsorbed CO2. In
order to explain the observed steady value of Eint/CO2

, the combined
effect of primary anion� � �C interactions and secondary O� � �C inter-
actions has to be evaluated. Hence, Srb is divided into two parts,
one for anion� � �C non-covalent interactions (Sr1) (Table S12,
ESI†) and the other for O� � �C secondary interactions between
adsorbed CO2 molecules (Sr2) (Table S13, ESI†). The correlation
plots in Fig. 5 suggest,

Eint = mSrb = m(Sr1 + Sr2) (3)

Hence, total anion� � �C interaction energy,

E1 = mSr1 (4)

and total O� � �C interaction energy,

E2 = mSr2 (5)

The E1 and E2 data presented in Tables 6 and 7, respectively,
suggest that the contribution from the anion� � �C interaction is

Fig. 4 QTAIM bond critical points (purple dots) and bond paths (dotted lines) of X� (CO2)nmax complexes at the M06L/6-311++G** level.

Table 5 Srb values (a.u.) of the X�� � �CO2 bond in complexes at the M06L/6-311++G** level of theory

n F� Cl� Br� CN� NO2
� NCCOO� ClOCOO� HOCOO� H2NCOO�

1 0.1755 0.0164 0.0122 0.0210 0.0427 0.0160 0.0216 0.0186 0.0669
2 0.0285 0.0347 0.0278 0.0366 0.0679 0.0394 0.0448 0.0395 0.0894
3 0.0549 0.0575 0.0495 0.0509 0.0806 0.0639 0.0605 0.0879 0.1017
4 0.1389 0.0777 0.0686 0.0736 0.1015 0.0879 0.0784 0.1070 0.120
5 0.1685 0.0930 0.0847 0.0938 0.1192 0.0957 0.1058 0.1396 0.1242
6 0.2050 0.1176 0.1034 0.1169 0.1450 0.1207 0.1227 0.1403 0.1312
7 0.2153 0.1427 0.1268 0.1314 0.1550 0.1501 0.1438 0.1812 0.1768
8 — 0.1740 0.1473 0.1648 0.1826 0.1648 0.1655 0.2013 0.1908
9 — 0.2023 0.1638 — — 0.1929 0.2148 0.2225 0.2243
10 — — — — — 0.2094 0.2327 0.2567 0.2647
11 — — — — — 0.2288 0.2520 0.2780 0.2902
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decreasing while that due to O� � �C interaction is increasing
with increase in the number of adsorbed CO2 molecules
(Fig. 6). The primary interaction energy is found to be inversely
proportional to dint (Fig. S3, ESI†). The increase in secondary
interactions compensates for the weakening of primary inter-
actions in large clusters. In fact, in large clusters, secondary
interactions dominate over the primary interactions and the
sum of both interactions per CO2 adsorbed maintains a con-
stant value. The E1 and E2 data clearly suggest that cooperativity
between the adsorbed CO2 molecules is very high leading to the
formation of large clusters. Here cooperativity means that
adsorption of a CO2 molecule promotes the adsorption of yet
another CO2 due to enhancement in the secondary interaction
and such a process continues until the primary coordination
shell of the anion is saturated. Many of the secondary O� � �C
interactions among the adsorbed CO2 molecules are showing
tetrel bond characteristics, arising from the electron density
donation from the oxygen lone pairs to the carbon centers.84–87

Molecular electrostatic potential analysis

According to the Gadre–Pathak theorem, an anion or an
anionic complex can be characterized by locating a negative-
valued MESP surface that engulfs the whole system.73 Analysis
of such a surface is useful in understanding the delocalized
nature of the extra electron in the system. It is expected that as
the size of the CO2 cluster increases, the delocalization
increases leading to a decrease in the magnitude of the MESP
minimum (Vm). This can be illustrated using a representative
case, Br�(CO2)n, for which the most negative-valued isosurface
engulfing the whole complex is given in Fig. 7. For every anion� � �C

Fig. 5 (a and b) Correlations between Eint and Srb of X�(CO2)n complexes
at the M06L/6-311++G** level.

Table 6 E1/CO2
(kcal mol�1) of the X�� � �CO2 bond in complexes at the M06L/6-311++G** level of theory

n F� Cl� Br� CN� NO2
� NCCOO� ClOCOO� HOCOO� H2NCOO�

1 65.9 5.8 4.5 7.6 13.4 4.6 5.3 5.2 17.4
2 2.6 5.1 4.1 5.5 10.6 5.7 5.4 4.7 11.7
3 4.8 4.6 3.8 4.7 7.8 5.0 4.4 7.5 7.8
4 10.6 4.4 3.6 4.4 7.0 4.7 3.8 6.0 6.7
5 8.2 4.3 3.6 4.1 5.9 4.3 4.0 6.1 4.5
6 7.3 4.2 3.4 4.1 4.3 4.1 3.6 4.5 3.0
7 — 3.8 3.4 3.9 5.2 3.9 2.9 5.0 4.6
8 — 3.5 3.5 3.6 4.5 3.5 3.2 4.9 4.0
9 — 2.8 2.9 — — 3.5 3.4 4.5 4.4
10 — — — — — 3.7 3.5 3.7 4.2
11 — — — — — 3.0 3.3 3.5 3.3

Table 7 E2/CO2
(kcal mol�1) of the X�� � �CO2 bond in complexes at the M06L/6-311++G** level of theory

n F� Cl� Br� CN� NO2
� NCCOO� ClOCOO� HOCOO�� H2NCOO�

1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 2.7 1.1 1.0 1.1 0.0 0.0 0.2 0.8 0.0
3 2.1 2.2 2.3 1.4 0.6 1.1 0.6 0.7 1.0
4 2.5 2.5 2.7 2.3 1.0 1.7 1.1 1.5 1.2
5 4.4 2.3 2.6 2.6 1.6 1.3 1.3 1.7 2.0
6 5.5 2.8 2.9 3.0 3.2 1.7 1.4 2.0 2.7
7 — 3.4 3.3 2.8 1.8 2.3 2.2 2.2 1.9
8 — 4.2 3.3 3.9 2.7 2.4 1.9 2.1 2.2
9 — 5.1 3.8 — — 2.7 2.5 2.4 2.1
10 — — — — — 2.3 2.3 3.5 2.7
11 — — — — — 3.0 2.4 3.6 3.5
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non-covalent interaction, some amount of electron density gets
transferred from the anion to the CO2 whereas the secondary
O� � �C interactions lead to further reorganization of the electron
density.

The charge delocalization from the anionic center to the
surrounding solvent shell in anionic clusters of CO2 has been
observed in the spectroscopic studies by the Neumark,35,78

Bowen88 and Weber5,44,89 groups. The Lineberger group also
reported the redistribution of the negative charge on the anion
towards the solvent shell surrounding it in their works on
solvent mediated charge distribution in anionic clusters.90–92

In our study, we observed a gradual decrease in the negative
character of Vm with increase in the size of the cluster. How-
ever, marginal irregularities in this trend are observed in some
cases due to structural differences (ESI†).

Previous studies by Suresh et al. have shown that analysis of
MESP at the nucleus (Vn) of intermolecularly interacting atoms in
molecules can give insight into the strength of interactions.51,52

In the present study, the donation of electron density from the
anion to the CO2 suggests a decrease in the magnitude of Vn at
every atom of the anion. The change in MESP due to complexa-
tion with CO2 at every atom of the anion (DVn) is computed to
obtain the total change in MESP (S(DVn)) for the anion (Table 8).
The negative character of S(DVn) decreases steadily with increase
in the number of CO2 adsorbed. Also strong correlations are

Fig. 6 Correlation plots for E1/CO2
and E2/CO2

vs. number of CO2 mole-
cules (n) for Cl�(CO2)n at the M06L/6-311++G(d,p) level.

Fig. 7 MESPs of CO2 complexes of Br� at the M06L/6-311++G** level. The minimum value of MESP that engulfs the whole anion (Vm) is also depicted in a.u.

Table 8 S(DVn) in X�(CO2)n complexes at the M06L/6-311++G** level of theory

n F� Cl� Br� CN� NO2
� NCCOO� ClOCOO� HOCOO� H2NCOO�

1 �122.6 �11.6 �8.4 �26.4 �69.2 �39.5 �40.7 �42.2 �102.0
2 �131.2 �19.5 �15.0 �41.5 �121.9 �82.0 �68.9 �88.2 �125.6
3 �117.1 �26.0 �20.3 �55.6 �124.0 �105.9 �94.0 �135.2 �138.7
4 �97.0 �31.8 �25.4 �65.2 �137.0 �127.7 �108.5 �149.4 �154.7
5 �98.0 �37.8 �30.5 �76.2 �154.3 �154.3 �136.8 �193.7 �184.1
6 �103.3 �43.1 �34.7 �86.5 �149.0 �169.4 �135.3 �191.2 �166.1
7 — �47.2 �39.1 �95.2 �163.4 �167.3 �169.8 �230.0 �217.4
8 — �51.2 �43.6 �102.8 �181.7 �193.0 �169.3 �249.5 �231.2
9 — �53.4 �44.7 — — �188.1 �161.1 �258.9 �218.0
10 — — — — — �216.5 �188.3 �273.5 �238.6
11 — — — — — �229.8 �222.6 �279.0 �241.7
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observed between S(DVn) and Eint. Though the correlation
appears linear for most of the data, a second degree polynomial
is the best fitting for the data (Fig. 8) wherein the correlation
coefficients fall in the range of 0.9817 to 0.9995. The case of F� is
not included, because of its unique nature where the covalent to
non-covalent transformation increases as cluster size increases –
and the availability of only three non-covalent points.

Conclusions

The interactive behaviour of mono atomic and polyatomic
anions with large number of CO2 molecules has been studied
using the M06L/6-311++G** level DFT. In the case of F�, ClO�,
HO� and H2N� anions, the interaction of a CO2 leads to the
formation of the corresponding carboxylate anion, viz. FCOO�,
ClOCOO�, HOCOO� and H2NCOO� due to the formation of an
anion–C covalent bond. With the intake of more than three CO2

molecules, the anion–C covalent bond observed for F� changes
to a non-covalent interaction while the rest of the anions retain
the initially formed covalent bond and produce the non-
covalent CO2 complexes of the carboxylate anions. In the case
of CN�, the C end of the anion interacting with CO2 leads to the
formation of an anion–C covalent bond and further uptake of
CO2 is accounted for by the corresponding carboxylate anion
NCCOO�. If the interaction of the first CO2 is on the N end of
the anion, non-covalent anion� � �C interaction occurs and
further uptake of CO2 gives a non-covalent complex. In the
case of Cl�, Br�, and NO2

�, only non-covalent complex for-
mation is observed. The energetics data of the anion–CO2 non-
covalent complexes show that the anions maintain almost a
constant value of Eint/CO2

with increasing number of CO2

molecules. In addition to the anion� � �C non-covalent inter-
actions, the secondary O� � �C interactions between adsorbed
CO2 molecules contribute significantly to the stability of the
clusters, which is confirmed by finding strong correlation
between the interaction energy data and electron density data
of non-covalent bond critical points in the QTAIM analysis. As
the CO2 cluster size increases around the anion, the total effect

of secondary O� � �C interactions increases while that of primary
anion� � �C interaction decreases. A steady value of Eint/CO2

is
observed in almost all anions because the reduction in primary
interactions is compensated by increase in secondary inter-
actions. The MESP analysis is found to be very useful for
assessing the delocalization of the extra electron in the system
through the network of adsorbed CO2 molecules. All anions
show a steady decrease in the negative character of MESP at the
nuclei as the cluster size increases. The MESP data correlate
well with the interaction energy data through a second degree
polynomial equation. This study demonstrates the remarkable
ability of anions to bind with several molecules of CO2 and such
a character of the anion is attributed to the cooperativity in
secondary O� � �C interactions, which gives a significant stabilizing
effect on the complex even though primary anion� � �C inter-
actions decrease with increasing number of CO2 adsorbed.
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Endo- and exohedral chloro-fulleride as g5

ligands: a DFT study on the first-row transition
metal complexes†

Sebastian Anilaab and Cherumuttathu H. Suresh *ab

C60 fullerene coordinates to transition metals in Z2-fashion through its C–C bond at the 6-6 ring fusion

site, whereas other coordination modes Z3, Z4, Z5 and Z6 are rarely observed. The coordination power

of C60 to transition metals is weak owing to the inherent p-electron deficiency on each C–C bond as

60 electrons get delocalized over 90 bonds. The encapsulation of Cl� by C60 describes a highly exothermic

reaction and the resulting Cl�@C60 behaves as a large anion. Similarly, the exohedral chloro-fulleride Cl�C60

acts as an electron-rich ligand towards metal coordination. A comparison of the coordinating ability of

Cl�@C60 and Cl�C60 with that of the Cp� ligand is done for early to late transition metals of the first row

using the M06L/6-31G** level of density functional theory. The binding energy (Eb) for the formation of

endohedral (Cl�@C60)(MLn)+ and exohedral (Cl�C60)(MLn)+ complexes by the chloro-fulleride ligands ranges

from �116 to �170 kcal mol�1 and from �111 to �173 kcal mol�1, respectively. Variation in Eb is also

assessed for the effect of solvation by o-dichlorobenzene using a self-consistent reaction field method

which showed 69–88% reduction in the binding affinity owing to more stabilization of the cationic and

anionic fragments in the solvent compared to the neutral product complex. For each (Cl�@C60)(MLn)+ and

(Cl�C60)(MLn)+ complex, the energetics for the transformation to C60 and MLnCl is evaluated which showed

exothermic character for all endohedral and exohedral Co(I) and Ni(II) complexes. The rest of the exohedral

complexes, viz. Sc(I), Ti(II), Ti(IV), V(I), Cr(II), Mn(I), Fe(II) and Cu(I) systems showed endothermic values in the

range 2–35 kcal mol�1. The anionic modification makes the C60 unit a strong Z5 ligand similar to Cp� for

cationic transition metal fragments. The bulky anionic nature and strong coordination ability of chloro-

fulleride ligands suggest new design strategies for organometallic catalysts.

Introduction

C60 fullerene has been reported as an Z2-type ligand for several
transition metal complexes, whereas other possible coordina-
tion modes such as Z3, Z4, Z5 and Z6 have been rarely
observed.1–6 Hawkins et al.7 were the first to demonstrate the
Z2 coordination of C60 to the C60–osmium tetroxide adduct
C60(OsO4)(4-tert-butylpyridine)2 wherein the C–C bond at the 6-6
ring fusion site coordinates to the metal for bond formation.
Afterwards, the complexes of Pt(0),8,9 Ir(I),10,11 Pd(I)12–14 with C60

as a ligand connected in the Z2 format to the metal centre were
isolated. Baird et al. made stable anionic complexes of the type
A[Mn(CO)4(Z2-C60)] (A = Na, bis(triphenylphosphoranylidene)

ammonium).15,16 The organometallic polymer of fullerene
containing polymetallic linkages has been reported wherein
the metal centre gets bonded to C60 in an Z2 fashion.17–19 The
heterogeneous reaction of the palladium or platinum–Z2-
fullerene polymer with P ligands (tertiary phosphines or tertiary
phosphites) in solution affords the complexes C60ML2.20–22

The Z3, Z4, Z5 or Z6 coordination of C60 is rarely observed in
organometallic chemistry because the spherically delocalized
distribution of 60-p electrons over 90 C–C bonds gives rise to
significant reduction in the p-electron density over each C–C
bond compared to a localized C–C double bond. Hence, the
C–C bond of fullerene at the 6-6 ring fusion site can show
reactivity similar to electron deficient olefins.23,24 Chemists
have achieved disruption in the 60-p electron conjugation by
saturating five a positions around a 5-membered ring of C60.
The reported Z5-fullerene metal complexes formed with such
modified fullerenes are called pseudofullerenes (Fig. 1). The
Nakamura group gave an experimental validation for the exis-
tence of Z5-C60 pseudofullerene–organometallic complexes.25–28

The ferrocene/pseudofullerene hybrid molecule has been
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synthesized by Sawamura et al. in the singlet ground-state
through the use of suitably modified fullerene derivatives
(pseudofullerene) that can act as a 6p-electron donor ligand to
the 6d electron Fe(II).27 Toganoh et al. reported the reactivity
profile of group VI metal complexes of the Z5-pentamethyl C60

fullerene ligand (pseudofullerene) in a variety of oxidation
states, from II to VI.29 Theoretical studies also predicted the
stability of the pseudofullerene bis(Z5-fullerenyl-R5)Fe, an
analogue of ferrocene.30–33

Using DFT PBE calculations, Stankevich et al. identified Z3-
p-hapticity for allyl type derivatives of C60 fullerene (C60R3 (R =
H, F, Cl, Br)) with Ni and Co.34 The possibility of formation of
Z4-p-complexes of C60 with a Fe(CO)3 species was analysed by
Chistyakov and Stankevich through DFT calculations.35 The
stability of Z4-p-complexes of C60 with the Fe(CO)3 unit has
been related to the attachment of four (or six) hydrogen atoms
to C60 to form ‘‘butadiene’’-or ‘‘fulvalene’’-type derivatives.
Alvarez et al. studied the coordination of C60 as well as that
of corannulene bucky bowls to the metal fragments and
reported that despite the very similar structural features, their
preferences for metal coordination are completely different.36

Using a two-laser vaporization method, the Z6 coordination of
C60 with Sc to Co was observed by Nagao et al.37 Peng et al.
observed the Z6 coordination of C60 in the complex
C60RuCp(R)5 by mass spectroscopy data.38 Using orbital com-
patibility arguments, Jemmis et al. proposed that due to the
splayed out distribution of the p-orbitals of the five- and six-
membered rings of C60, an effective Z5/Z6 bonding interaction
is difficult for it with a metal fragment. To overcome this and to
achieve strong Z6 coordination, they suggested the use of metal
fragments with highly diffused frontier orbitals such as C3H3Co
and C3H3Rh.39–41 Recently, a theoretical study by Molina et al.
suggested Z6-coordination for C60 with the metals Cr(0) and
Ru(II) in sandwich-type complexes.42 The molybdenum organo-
metallic derivative of C60 with the polysubstitution of fluorine
atoms, prepared by Taylor and co-workers, appeared as Z6-coor-
dinated due to the strong distortion in the C60 sphere.43

Endohedral fullerenes (EFs) formed by encapsulating atoms,
ions, or small molecules inside the cage show electronic struc-
tures different from their parent empty cage, and thus have
many applications in the fields of materials science and bio-
medical applications. Using Hartree–Fock theory, Cioslowski
and co-workers theoretically predicted that upon encapsulation
of atoms, ions, and molecules with C60, there are almost no
changes in the cage structure.44 Inspired by this work, several

experimental and theoretical investigations have been directed
towards understanding the properties of a large variety of
EFs.45–47 Most of the theoretical studies were on the confinement
and stabilization of the species encapsulated into the endohedral
cavity. The encapsulated species, atom or molecule was
found to occupy the centre of the cage cavity. Sathyamurthy
and co-workers studied the structural and electronic confine-
ment of molecules: HF, H2O, NH3, and CH4 inside fullerene.48,49

Weidinger et al. developed EFs with nitrogen50 or phosphorus51

atoms by bombarding C60 with nitrogen ions from a conven-
tional plasma discharge ion source. Similarly, N@C70, N2@C70,52

and P@C60 were also synthesized using this ion implantation
method.53 Ravinder and Subramanian reported the study on
endohedral complexes of halides such as F�, Cl�, and Br� with
C30, C32, C34, C36, C60, and C70 molecules at the B3LYP/6-311+G*
level of theory and they also reported the structure and stability
of OH and CN inside the C60 and C70.54 Campbell et al. used ion
bombardment to implant alkali metal ions (especially Li+) into
C60, but the characterization of the final products was difficult.46

Li@C60 produced by ion bombardment was isolated by Sawa,
Tobita and co-workers in the form of its cationic salt,
[Li+@C60](SbCl6).55 A detailed investigation of the electronic
and structural properties of M@C60 (where M = H2O, Li+, Na+,
K+, Be2+, Mg2+, and Ca2+) by Oliveira and Gonçalves, using
quantum chemical calculations at the DFT/B3LYP/6-31G** level,
has shown that the energy gap calculated for the endohedral
fullerenes based on the HOMO and LUMO energy difference is
less than that of pure C60.56 Tuning of the exohedral reactivity of
fullerenes by the encapsulation of ions inside the cage is highly
important. Garcia-Rodeja et.al found that Diels–Alder (DA) reac-
tions between 1,3-cyclohexadiene and ion-encapsulated fuller-
enes of the type M@C60 (M = Li+, Na +, K+, Cl�) proceed
concertedly via highly synchronous transition states, and thus
resemble the corresponding process involving the parent C60

fullerene. Systems having an endohedral cation has shown a
clear enhancement towards the DA reactions, whereas the behav-
iour of those with anionic compounds was the opposite.57

Although the literature shows evidence for the formation
of Z5/Z6-fullerene–organometallic complexes, a synthetically
viable strategy for promoting such a coordination behavior is
available only for pseudo fullerenes. Recent studies from our
group on EFs showed that anions such as F�, Cl�, Br�, OH�,
NH2

�, NO2
�, CN�, and ClO� interact strongly with the interior

of the fullerene cage leading to significant stabilization of the
EFs.58 Further, such EFs show electron rich behavior on the
carbon surface, which is similar to the electron rich character of
the radical anion C60

��. The complexes such as F�@C60,
Cl�@C60Br�@C60OH�@C60, NH2

�@C60, NO2
�@C60, CN�@C60

and ClO�@C60 behaved like large anions. Frontier molecular
orbital (FMO) analysis along with the molecular electrostatic
potential (MESP) analysis and quantum theory of atoms in
molecules (QTAIM) analysis proved that the electron rich
character of the carbon framework of X�@C60 resembles very
close to that of the radical anion C60

��. This study also
suggested that X�@C60 systems have a closed shell nature
which gives high chemical stability, compared to the radical

Fig. 1 A representative set of fullerene–metal complexes.

This journal is the Owner Societies 2021 Phys. Chem. Chem. Phys., 2021, 23, 3646�3655 | 3647

Paper PCCP

Pu
bl

is
he

d 
on

 0
8 

Ja
nu

ar
y 

20
21

. D
ow

nl
oa

de
d 

by
 R

eg
io

na
l R

es
ea

rc
h 

L
ab

or
at

or
y 

(R
R

L
_T

vm
) 

on
 6

/2
/2

02
1 

4:
38

:2
5 

PM
. 

View Article Online

https://doi.org/10.1039/d0cp05612j


anion C60
��. Here we consider the possibility of Cl�@C60 as

a strongly coordinating Z5/Z6-ligand to transition metal
complexes. Also for more realistic application, we consider
the exohedral version of such systems, Cl�C60MLn, the coordi-
nation of a chloro-fulleride with a transition metal fragment.

Computational methods

All the geometry optimizations in this study are carried out at the
M06L/6-31G** level of DFT using the Gaussian 16 suite of
programs.59 Zhao and Truhlar suggested the M06L functional
as the best method in the overall performance for organometal-
lic, inorganometallic and noncovalent interactions.60 Previously,
a benchmark study by Remya and Suresh showed that the M06L
method is a robust method for calculating the structure and
energetics of even very weakly interacting complexes.61 Also a
recent study from our group has showed that the M06L method
gives reliable results for anionic fullerene systems.55 Vibrational
frequency analysis has been carried out on optimized geometries
which confirms the energy minima nature with all real frequen-
cies. The binding energy (coordination energy) of each transition
metal complex is calculated using the equation,

Eb = ETM � (EX + EY) (1)

where ETM, EX and EY stand for the zero-point energy (ZPE)-
corrected energy of the transition metal complex, the ligand X
and metal fragment Y, respectively.

Further, the influence of solvent effects on the complexation
of the anion incorporated fullerene moiety with metal frag-
ments has been studied using the self-consistent reaction field
(SCRF) method using the solvation model based on the density
(SMD) approach. The selected solvent for SMD calculation is
o-dichlorobenzene (ODCB). Here single point calculations are
carried out for the complexes with the solvent at the M06L/
6-311++G** level of theory. The solvation incorporated binding
energy (Ebs) of each complex is calculated using the equation,

Ebs = ETMs � (EXs + EYs) (2)

where ETMs, EXs and EYs stand for the energy of the transition
metal complex, the ligand X and the metal fragment Y, respec-
tively, obtained from the SCRF calculations.

The energy of dissociation (Er) of the transition metal
complex into the corresponding metal halide and C60 is
calculated as,

Er = ETM � (EA + EB) (3)

where ETM, EA and EB stand for the zero-point energy (ZPE)-
corrected energy of the transition metal complex, C60 (A) and
metal halide (B), respectively.

Results and discussion
Complexes of [Mn(CO)3]+

The anionic cyclopentadienyl ligand (Cp�), being highly versatile
and a potential six-electron donor, is one of the most frequently
encountered Z5 ligands in organometallic chemistry. Here, we
consider the Cl� incorporated endohedral fullerene, Cl�@C60 or
its exohedral version, Cl�C60 as an anionic ligand similar to Cp�.
The initial assessment of Z5 as well as Z6 coordination of
Cl�@C60 and Cl�C60 is carried out by complexing them with
the metal fragment [Mn(CO)3]+. The cationic manganese tricar-
bonyl system is a good choice for this study as the corresponding
Cp� complex Mn(CO)3(Cp) is well documented in the literature
with the crystal structure (ESI,† Fig. S1).62,63 Fig. 2 shows the
optimised geometries of [Mn(CO)3]+ in different coordination
fashions.

Some of the major structural parameters of the complexes
depicted in Fig. 2 are given in Table 1. The distance between
Mn and the centre of the five or six membered ring is labelled
as d1, d2 represents Mn–CO distance and d3 represents the C–O
distance. The values of d1, d2 and d3 observed in the
Mn(CO)3(Cp) complex are found to be 1.74, 1.78 and 1.16 Å,
respectively, which is in agreement with the corresponding

Fig. 2 Optimised geometries of Mn(CO)3 complexes.
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crystal structure data, viz. 1.77, 1.79, and 1.16 Å. When the Cp�

ligand is replaced by the anion encapsulated endohedral full-
erene [Cl�@C60] and exohedral fullerene [Cl�C60], the CO
ligands remain mostly unaffected, as indicated by the almost
same values of d2 and d3 for the Z5 and Z6 cases, whereas the d1

values that fall in the range of 1.85–1.88 Å suggest a significant
increase compared to the d1 value of the corresponding
Cp-complex. The C–Cl distances observed in the exohedral
complex in Z5 and Z6 coordination modes were 1.87 and
1.94 Å, respectively, which is longer than the normal C–Cl
distance found in the sp3 hybridised C compounds like CH3Cl
(1.78 Å). This shows that the Z5 coordination mode is making
stronger C–Cl interaction than the corresponding Z6 mode
of coordination. In the case of the endohedral complexes, the
C–Cl distance observed in Z5 and Z6 is 3.54 Å, which is nearly
half of the diameter of the C60 molecule (7.07 Å) and suggests
that Cl� is at the centre of the fullerene cage. The complexes
[Mn(CO)3(Z5-C60)]+ and [Mn(CO)3(Z6-C60)]+ showed d1, d2 and
d3 values very similar to those of the anionic fullerene deriva-
tives. It is clear that the relative stability of the complexes
cannot be correctly inferred from the distance parameters.

IR vibrational frequency analysis of these complexes
(Table 1) shows that the carbonyl symmetric stretching
frequencies (�nCO) of the complexes are higher than that of the
reference complex, Mn(CO)3(Cp). The C–O vibrational
frequency increases in the order, Cp� o (Cl�@C60) o (Cl�C60)
o C60. The higher degree of back-bonding from the Mn centre
to the CO ligand in the complex Mn(CO)3(Cp) results in the
lowest observed �nCO of B2103 cm�1, whereas the coordination
of [Mn(CO)3]+ to fullerene either in Z5 or Z6 fashion gives the
largest �nCO, 2133–2139 cm�1 due to the weak back-bonding. Also
between Z5 and Z6 coordination, a 4–10 cm�1 lower value of �nCO

is observed for the former indicating the higher preference of
such a coordination for fullerene units with [Mn(CO)3]+.

The energetics of various complexation possibilities are
presented in Table 2. The separation of Mn(CO)3Cp to ionic
fragments Mn(CO3)+ and Cp� is energy demanding with Eb

�263.9 kcal mol�1. The Z5 coordination of C60 with Mn(CO3)+ is
exothermic by 81.1 kcal mol�1, while the Z6 coordination is
weaker by 2.3 kcal mol�1. The endohedral complexation of Cl�

with fullerene is exothermic by 52.2 kcal mol�1, whereas its
exohedral complexation is exothermic by 25.6 kcal mol�1.
The dissociation of the complex [(Mn(CO)3)+(Z5-(Cl�C60))] into
the fragments [MnCO3]+ and Cl�@C60 requires energy
160.5 kcal mol�1. In the case of the exohedral complex

[(Mn(CO)3)+(Z5-(Cl�C60))], Eb for the fragmentation (Mn(CO)3)+

and Cl�C60 is �165.3 kcal mol�1, which is higher than the
respective endohedral variant by 4.8 kcal mol�1. In Cl�–C60, the
interaction distance of Cl� with the nearest five carbon atoms
ranges from 3.10 to 3.14 Å which indicates that fullerene has
only a weak non-covalent interaction with Cl�, whereas the
C–Cl distance 1.87 Å observed in (Mn(CO)3)+(Z5-(Cl�C60))
suggests strong covalent interaction between the atoms. The
preferred positon for exohedral bonding of Cl� to the fullerene
is the a-carbon, with respect to the Z5-coordinated five-
membered ring as observed from the different possible varia-
tions in the exohedral structures (ESI,† Fig. S2). In the case of
Z6-coordination, the Eb values observed for the complexes are
less than the corresponding Z5-complexes (Table 1). The
difference is 3.5 kcal mol�1 for Cl�@C60, whereas in the case
of Cl�C60, the difference is 16.2 kcal mol�1.

The energy data on different complexation possibilities
clearly suggest that the anionic endohedral as well as exohedral
variants of the fullerene molecule with Cl� are capable of
coordinating with the metal fragments to form stable Z5 and
Z6 complexes. Although not as strong as the Cp� ligands, the
endohedral or exohedral modification on the fullerene with the
anion improves the Eb by almost double compared to the bare
fullerene–metal interaction. The anion incorporation makes
the carbon centers of fullerene electron rich and the whole
system behaves as a large anion for a strong coordination with
the metal fragment. Since the Z5-complex is more stable than
the Z6-varient, it tested for other metal complexes (ESI,†
Fig. S7), and only the former is studied for other metal centers.

Complexes of the first row transition metals

The strong Z5-type coordinating ability of Cl�@C60 and Cl�C60

observed for the tricarbonyl manganese complex could be
validated for other transition metals. In order to do this, the
study is extended to the organometallic complexes of the first
row transition metals: Sc, Ti, V, Cr, Mn, Fe, Co, Ni, and Cu.
X-ray structures of the complexes of these metals containing
Cp� or a substituted Cp� (Cp�*) have been reported in the
literature (ESI†). Two or three complexes of each of the first row
transition metals are discussed here with mostly the carbonyl
ligand or trialkyl amine and the trialkyl phosphine ligand. The
optimized structures of selected such complexes (CpMLn) from
the literature (Cp�* is replaced with Cp�) are shown in Fig. 3.

Table 1 Structural parameters (Å), vibrational frequency of CO symmetric
stretching (cm�1) and Eb (kcal mol�1) values of the Mn-complexes

Complex d1 d2 d3 d4 �nCO

Mn(CO)3Cp 1.74 1.79 1.16 — 2103
[Mn(CO)3(Z5-C60)]+ 1.86 1.80 1.16 — 2133
[Mn(CO)3(Z6-C60)]+ 1.85 1.80 1.15 — 2139
Mn(CO)3(Z5-(Cl�@C60)) 1.85 1.79 1.16 3.54 2111
Mn(CO)3(Z6-(Cl�@C60)) 1.85 1.79 1.16 3.55 2115
Mn(CO)3(Z5-Cl�C60) 1.85 1.79 1.16 1.87 2112
Mn(CO)3(Z6-Cl�C60) 1.88 1.79 1.16 1.94 2122

Table 2 Eb (kcal mol�1) values of various complexation possibilities of the
Mn-complexes

Complex Complexation reaction Eb

Mn(CO)3Cp [Mn(CO)3]+ + Cp� �263.9
(Mn(CO)3)+(Z5-C60) [Mn(CO)3]+ + (Z5-C60) �81.1
(Mn(CO)3)+(Z6-C60) [Mn(CO)3]+ + (Z6-C60) �78.8
Cl�@C60 C60 + Cl� �52.2
Cl�C60 C60 + Cl� �25.6
(Mn(CO)3)+(Z5-(Cl�@C60)) [Mn(CO)3]+ + Cl�@C60 �160.5
(Mn(CO)3)+(Z6-(Cl�@C60)) [Mn(CO)3]+ + Cl�@C60 157.0
(Mn(CO)3)+(Z5-(Cl�C60)) [Mn(CO)3]+ + Cl�C60 �165.3
(Mn(CO)3)+(Z6-(Cl�C60)) [Mn(CO)3]+ + Cl�C60 �149.1
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The Eb values of CpMLn for Cp� dissociation are in the range
from �196 to �275 kcal mol�1 (Table 3). Eb values vary with
respect to the nature of the metal centre and the associated
ligands. The Cp–metal interaction is the weakest for the early
and late transition metals such as Sc, Cu and Ni, while the
middle transition metals such as Cr and Fe show the strongest
interaction. In all these complexes, if Cp� is replaced with C60

for an Z5 coordination with the metal center, the corresponding
cationic complexes, [C60MLn]+ show Eb in the range �52 to
�88 kcal mol�1 (Table 3).

Fig. 4 shows the optimized geometries of (Cl�@C60)(MLn)+.
Here Cl�@C60 behaves as a large anionic ligand to provide six
electrons to the metal center through the Z5 coordination. Eb is in
the range �116 to �171 kcal mol�1 which is 63 to 98 kcal mol�1

better than [C60MLn]+ complexes. Compared to early and late
transition metals, the middle ones showed higher interaction
with Cl�@C60. In all the (Cl�@C60)(MLn)+ cases, Cl� is trapped
deep inside the fullerene moiety (close to the center) and a
direct covalent interaction of Cl with fullerene carbon or the
metal center can be ruled out. The significant enhancement in

the interaction energy between Cl�@C60 and M compared to
C60 and M can be interpreted as solely due to the through space
electronic influence of Cl� on the metal. In effect, Cl�@C60 acts
as a large anion58 due to the significant transfer of the extra
negative charge density on the Cl� to the whole fullerene C
atoms leading to six electron coordination power for Cl�@C60

towards the metal center. In essence, the ligation from the Cl�

incorporated fullerene unit through the five membered ring
could be considered as an interaction similar to between Cp�

and metals in organometallic complexes.
The optimized geometries of (Cl�C60)(MLn)+ complexes are

given in Fig. 5. The Eb values of the complexes are in the range
from �111 to �169 kcal mol�1. Strong Z5 coordination is
observed for the ligand with all the metal fragments except
[Sc(CO)2PMe3]+, [CuNMe3]+ and [TiCl3]+. In the case of
[Sc(CO)2PMe3]+ and [CuNMe3]+, the bond formation of Cl� with
the a-carbon is not observed. All attempts to optimize such
structures give the complexes C60–Sc(CO)2PMe3Cl and C60–
CuNMe3Cl, respectively. The (Cl�C60)(MLn)+ complex of
[Sc(CO)2PMe3]+ and [CuNMe3]+ given in Fig. 5 shows the

Fig. 3 Optimised structures of transition metal complexes of Cp� at M06L/6-31G**.
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bonding of Cl� at the b-carbon and the coordination of full-
erene to Sc and Cu is Z5 type. Similarly in the case of [TiCl3]+,
the non-bonded C60� � �TiCl4 is formed when the optimization is
attempted for (Cl�C60)(TiCl3)+ with Cl� at the a-position. Also,
the optimization of the complex with Cl� at the b-position
yields the structure given in Fig. 5, wherein the fullerene part
shows Z1 coordination with Ti. When the Cl� is connected
diametrically opposite to the metal coordination, the Z5

complex of (Cl�C60)(TiCl3)+ is obtained. The Z1 and Z5 com-
plexes of Ti are higher in energy compared to the non-bonded
neutral complex by 41.8 and 65.1 kcal mol�1, respectively (ESI,†
Fig. S4).

The trend observed for Eb (Table 3) for exohedral fullerene
complexes (Fig. 5) is very similar to that of endohedral com-
plexes (Fig. 4) and between them only small variations in Eb are
observed. The C–Cl bond formation is well evident in all the
exohedral complexes as their bond distance falls in the range
1.87 to 2.47 Å. Compared to the C–Cl distance observed for
Cl�C60, 46% reduction in the bond parameter is observed for
the exohedral complex and suggests that strong electrostatic
interaction between Cl� and (C60MLn)+ forces the bond
formation.

Table 3 ZPE corrected-Eb of the transition metal complexes for L = Cp�,
L = C60, L = Cl�@C60, and L = Cl�C60 at the M06L/6-31G** level

Label Metal Ligands

Eb (kcal mol�1)

L = Cp� L = C60

L =
Cl�@C60

L =
C60
�Cl�

1 Sc(I) CO, CO, NMe3, L �194.3 �52.3 �115.9 �118.2
2 Sc(I) CO, CO, PMe3, L �195.5 �52.0 �116.8 �111.3
3 Sc(I) 4CO, L �216.7 �56.5 �129.4 �131.9
4 Ti(II) CO, CO, Cl�, L �248.8 �73.7 �152.3 �155.4
5 Ti(IV) 3Cl�, L �255.9 �73.0 �155.2 �161.4
6 V(I) CO, CO, L �247.9 �77.1 �153.1 �157.7
7 V(I) CO, CO, CO, L �251.6 �76.5 �154.5 �158.0
8 V(I) 4CO, L �256.2 �76.8 �156.6 �160.5
9 Cr(II) CO, CO, Cl�, L �221.3 �87.7 �170.0 �173.4
10 Mn(I) CO, CO, NMe3, L �224.8 �61.1 �132.3 �134.6
11 Mn(I) CO, CO, PMe3, L �235.2 �67.9 �139.8 �142.2
12 Fe(II) CO, CO, Cl�, L �267.1 �79.3 �161.6 �168.9
13 Fe(II) CO, CO, Br, L �264.5 �78.3 �159.6 �166.8
14 Co(I) CO, NMe3, L �221.3 �70.8 �138.1 �144.6
15 Co(I) CO, PEt3, L �223.0 �69.0 �136.3 �139.2
16 Ni(II) PMe3, Cl, L �230.8 �78.9 �149.2 �153.3
17 Ni(II) NMe3, Cl, L �208.4 �58.4 �129.5 �135.2
18 Cu(I) CO, L �235.8 �83.1 �156.0 �156.2
19 Cu(I) NMe3, L �200.1 �76.7 �139.4 �134.8
20 Cu(I) PEt3, L �198.2 �68.9 �131.4 �127.3

Fig. 4 Optimised structures of transition metal complexes of Cl�@C60 at the M06L/6-31G** level.
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Effect of solvation

All the complexes discussed above are studied for the influence
of the solvent ODCB on the complexation. The solvation effect
incorporated binding energy (Ebs) values are given in Table 4.
For all the cases, Ebs data show a large decrease compared to
the gas phase value Eb. For example, Ebs of CpMLn complexes
are in the range from �40.3 to �122.7 kcal mol�1, which is
B150 kcal mol�1 lower than the corresponding Eb. Similarly,
the Ebs of (C60)(MLn)+, (Cl�@C60)(MLn)+ and (Cl�C60)(MLn)+

decreased, but to a lesser extent than the CpMLn complexes.
Among (C60)(MLn)+, (Cl�@C60)(MLn)+ and (Cl�C60)(MLn)+, the
endohedral variant is the most stabilized with Ebs in the range
from �2.5 to �47.5 kcal mol�1 followed by the exohedral
complexes. Among all, the best tendency to complex formation
is observed for Mn, Fe, Co, and Ni complexes.

Chloro-fulleride complex to fullerene and metal chloride

Assuming that the known systems C60 and MLnCl react to form
(Cl�C60)(MLn)+ or (Cl�@C60)(MLn)+, the energy of the reaction
(Er) can be used as a parameter to assess the stability of
(Cl�C60)(MLn)+ and (Cl�@C60)(MLn)+ complexes. The Er data
in the gas phase and the solvent phase (Es) are given in Table 5.
For the endohedral cases, Er is negative (exothermic) indicating
the favourability of the formation of the coordinated complex
over fullerene and metal chloride. The endohedral character is

found only for exohedral systems of Co(I) and Ni(II). Also the
endohedral complexes always showed higher stability than the

Fig. 5 Optimised structures of transition metal complexes of the Cl�C60 at the M06L/6-31G** level.

Table 4 Ebs of the transition metal complexes for L = Cp�, L = C60,
L = Cl�@C60, and L = Cl�C60 at the M06L/6-311++G** level using ODCB
as the solvent

Metal Ligands

Ebs (kcal mol�1)

L = Cp� L = Cl�@C60 L = Cl�C60 L = C60

Sc(I) CO, CO, NMe3, L �52.2 �6.9 �0.2 �2.4
Sc(I) CO, CO, PMe3, L �51.6 �7.7 9.0 �3.4
Sc(I) 4CO, L �68.36 �13.01 �6.8 �2.8
Ti(II) CO, CO, Cl�, L �85.1 �16.6 �13.4 �2.3
Ti(IV) 3Cl�, L �107.7 �33.8 �33.1 �17.2
V(I) CO, CO, L �80.0 �14.2 �10.2 �2.2
V(I) CO, CO, CO, L �89.5 �20.7 �16.0 �7.1
V(I) 4CO, L �98.2 �24.7 �22.3 �10.2
Cr(II) CO, CO, Cl�, L �122.7 �47.5 �45.9 �31.2
Mn(I) CO, CO, CO, L �102.4 �24.9 �15.4 �10.5
Mn(I) CO, CO, NMe3, L �80.2 �15.3 �10.0 �4.8
Mn(I) CO, CO, PMe3, L �89.2 �21.2 �15.7 �10.1
Fe(II) CO, CO, Cl�, L �120.6 �39.0 �40.9 �22.1
Fe(II) CO, CO, Br�, L �129.3 �48.1 �49.2 �31.8
Co(I) CO, NMe3, L �81.3 �26.2 �21.8 �17.6
Co(I) CO, PEt3, L �89.9 �30.8 �25.1 �22.1
Ni(II) PMe3, Cl�, L �89.1 �34.7 �30.0 �24.6
Ni(II) NMe3, Cl�, L �80.9 �26.3 �25.4 �14.5
Cu(I) CO, L �50.7 �2.5 6.7 7.2
Cu(I) NMe3, L �40.3 �12.2 �0.7 �5.9
Cu(I) PEt3, L �43.4 �9.1 �6.0 �2.8
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exohedral variant. This is because the interaction of Cl� with
the interior surface of C60 is significantly more stabilizing in
character than its exohedral interaction with C60. The Es data
show that the solvent effect is improving the coordination
properties of the endohedral Sc(I), Ti(I), and Ti(IV) and one of
the V(I) systems, whereas for the rest of the systems and for the
exohedral complexes, the solvation effect has a diminishing
effect on the coordination properties. The diminished coordi-
nation power in solvent is the highest for the late transition
metals such as Co(I), Ni(II) and Cu(I) complexes.

Conclusions

Endohedral and exohedral chloro-fullerides are capable of
interacting with metal fragments to give different transition
metal complexes in Z5 and Z6 coordination modes. Cl�@C60 is
found to be stable in the isolated as well as in the complexed
form, whereas Cl�C60 is found to have the covalent C–Cl
interaction only in the presence of a counter cationic metallic
fragment. The Z5 complex was more stabilized than the corres-
ponding Z6 variant in the studied representative case of
[Mn(CO)3L] (L = C60, Cl�@C60 and Cl�C60). The Eb data clearly
showed the superior coordinating ability of Cl�@C60 and
Cl�C60 in comparison with C60 for all the metallic complexes
from Sc to Cu. The effect of solvation on the complexation of
chloro-fulleride with metal fragments studied with the SCRF
method has shown a similar trend in energetics to that of the
gaseous state but with a reduced value for binding energy. This
is because in the ligands Cl�@C60 and Cl�C60, the negative
charge is no longer on the Cl atom alone but delocalized over
all the carbon atoms. The chloro-fulleride behaves as a bulky

anion with the ability to coordinate strongly with transition
metals. Among the different metals, Mn, Fe, Co, and Ni are
found to have significantly higher values of both Eb and Ebs.
The endohedral chloro-fulleride showed higher coordination
ability than the exohedral one. The Er data indicate that by
reacting fullerene with a transition metal chloride, the for-
mation of a chloro-fulleride incorporated transition metal
complex can be achieved. Such a reaction is exothermic for
endohedral systems and mostly endothermic for the exohedral
complex. All these facts thus accentuate the possibility of the
anionic form of the fullerene molecule to act as a large anionic
ligand in organometallic complexes. The large size (B0.7 nm in
diameter), high chemical stability, large specific surface area,
good electrical conductivity and unique three-dimensional
structure of the fullerene unit in ligands Cl�@C60 and Cl�C60,
makes them suitable for designing complexes with specific
catalytic activities. The steric bulkiness of the ligand helps in
stabilizing the metals in their incomplete electronic states like
12-, 14- and 16-electrons by preventing the metal centre from
further ligation.
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Guanidine as a strong CO2 adsorbent: a DFT study
on cooperative CO2 adsorption†

Sebastian Anilaab and Cherumuttathu H. Suresh *ab

Among the various carbon capture and storage (CCS) technologies, the direct air capture (DAC) of CO2

by engineered chemical reactions on suitable adsorbents has attained more attention in recent times.

Guanidine (G) is one of such promising adsorbent molecules for CO2 capture. Recently Lee et al. (Phys.

Chem. Chem. Phys., 2015, 17, 10925–10933) reported an interaction energy (DE) of �5.5 kcal mol�1 for

the G� � �CO2 complex at the CCSD(T)/CBS level, which was one of the best non-covalent interactions

observed for CO2 among several functional molecules. Here we show that the non-covalent G� � �CO2

complex can transform to a strongly interacting G–CO2 covalent complex under the influence of

multiple molecules of G and CO2. The study, conducted at M06-2X/6-311++G** level density functional

theory, shows DE = �5.7 kcal mol�1 for G� � �CO2 with an N� � �C distance of 2.688 Å while almost a five-

fold increase in DE (�27.5 kcal mol�1) is observed for the (G–CO2)8 cluster wherein the N–C distance is

1.444 Å. All the (G–CO2)n clusters (n = 2–10) show a strong N–CO2 covalent interaction with the N–C

distance gradually decreasing from 1.479 Å for n = 2 to 1.444 Å for n = 8 D 9, 10. The N–CO2 bonding

gives (G+)–(CO2
�) zwitterion character for G–CO2 and the charge-separated units preferred a cyclic

arrangement in (G–CO2)n clusters due to the support of three strong intermolecular O� � �HN hydrogen

bonds from every CO2. The O� � �HN interaction is also enhanced with an increase in the size of the clus-

ter up to n = 8. The high DE is attributed to the large cooperativity associated with the N–CO2 and

O� � �HN interactions. The quantum theory of atoms in molecules (QTAIM) analysis confirms the nature

and strength of such interactions, and finds that the total interaction energy is directly related to

the sum of the electron density at the bond critical points of N–CO2 and O� � �HN interactions.

Further, molecular electrostatic potential analysis shows that the cyclic cluster is stabilized due to the

delocalization of charges accumulated on the (G+)–(CO2
�) zwitterion via multiple O� � �HN interactions.

The cyclic (G–CO2)n cluster formation is a highly exergonic process, which reveals the high CO2

adsorption capability of guanidine.

Introduction

The balance of the planetary climate is facing a major challenge
from the calamitous increase in global temperatures resulting
from the increased emission of various anthropogenic green-
house gases (GHG), most importantly CO2.1 To reduce the
atmospheric CO2 concentration and thereby to manage the
long-term risks of persistent climate changes it has become
highly important to remove CO2 from the air faster than is
achieved by nature.2,3 Though a lot of research activities are
going on in this area of carbon capture and storage (CCS),

we still need better sequestration methods, a long-term exploratory
research effort for the development of air capture along with
other direct methods for the active removal of CO2 from the
atmosphere.4,5 One promising approach among the various
negative emissions technologies (NETs), which aims at reducing
the atmospheric CO2 concentration, is direct air capture (DAC),
a process that removes CO2 from the air by engineered chemical
reactions.6–10 In 1999 Lackner et al. familiarized the concept of
capturing CO2 from the air for climate change mitigation.11 This
launched a discussion on whether DAC is an important and
viable option for reducing greenhouse gas levels or not.12–18

DAC is different from other NET methods, owing to its use of
abiogenic means of removing CO2 from the atmosphere.19 Since
the overall atmospheric concentration of CO2 is very low, the
absorbents should have a very strong binding affinity and good
selectivity against other components in air like water. Another
important challenge in DAC is the regeneration of the sorbent
and the energy spent in these regeneration processes.
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Several experimental and theoretical studies have been
carried out to understand the binding interaction of CO2 with
different molecules. Alkhabbaz et al. evaluated the CO2 adsorp-
tion performance of aminosilica adsorbents prepared by the
impregnation of guanidinylated poly(allylamine) (GPAA) into silica
mesocellular foam supports. From CO2 adsorption–desorption
cycling experiments they found that the GPAA adsorbents have a
better stability and regenerability at higher temperatures, making
this class of materials suited for temperature swing cycles operat-
ing in a higher temperature regime than traditional aminosilica
adsorbents based on poly(ethylenimine).20 Wang et al. synthesized
polybenzoxazine-based polymer spheres as a CO2 adsorbent and
reported that the nitrogen content of the carbon adsorbent is a
booster for the CO2 adsorption capacity at low pressures.21 In this
material the porous carbon spheres contain intrinsic nitrogen-
containing groups. Sabet-Sarvestani et al. studied the role of four
guanidine-based super bases 1,8-diazabicyclo[5.4.0]undec-7-ene
(DBU), 1,5-diazabicyclo[4.3.0]non-5-ene (DBN), 1,1,3,3-tetramethyl-
guanidine (TMG), and 1,5,7-triazabicyclo[4.4.0]dec-5-ene (MTBD)
in the conversion of CO2 and 2-aminobenzonitrile to quinazoline-
2,4(1H,3H)-diones.22 But the triazabicyclo derivative of guanidine-
incorporated mesoporous silica nanoparticles (MCM) has shown a
weak adsorption capacity for CO2 compared with the other
modified versions of MCM.23 The aqueous solution of 2,6-
pyridinebis(iminoguanidine), PyBIG, was found to be an efficient
absorbent to be employed in the DAC process, owing to the low
aqueous solubility of the carbonate salt, (PyBIGH2)(CO3)(H2O)4,
even for the very low concentration of CO2 in the air.24,25 Mild
heating at 120 1C is sufficient for regeneration of the PyBIG
sorbent, which then can be reused in another DAC cycle. Thus,
the overall process remains as an energy efficient DAC technology.
Custelcean et al. studied the chemical bonding and intermolecular
interactions in the highly insoluble carbonate salt of a 2,6-pyridine-
bis(iminoguanidine), within the framework of the quantum theory
of atoms in molecules (QTAIM) based on the experimental
electron density derived from X-ray diffraction data obtained
at 20 K.26 They also patented guanidine compounds for CO2

capture (US10583387B2).27 Though first reported in 1898 by the
German chemist Johannes Thiele,28 iminoguanidines have
attracted more attention in the past five years due to their high
recognition abilities towards hydrophilic oxyanions through strong
and complementary hydrogen bonding from the guanidinium
groups.

Cooperativity originating from the long-range interactions
between two identical or different sites has led various important
implications for many systems, including ligand–receptor binding,29

catalysis,30–33 and CO2 adsorption34–37 through the tuning of these
cooperative interactions. In 2001 Schmuck demonstrated the self-
assembly of the 2-(guanidiniocarbonyl)-pyrrole-4-carboxylate zwitter-
ion into oligomeric structures in DMSO due to ion pairing between
the carboxylate function and the guanidinium group of neighboring
monomers, resulting in one-dimensional assemblies.38 Cooperative
interactions enhance the CO2 adsorption enthalpy with the CO2-
interaction energy of a functional group.39 In 2017 Steinhardt
et al. reported cooperative CO2 absorption in a solution-phase
system comprising bidentate guanidine and bidentate alcohol

at ambient temperature.40 Cooperative adsorption of gases by
porous frameworks permits more efficient gas uptake and
removal than the more usual non-cooperative (Langmuir-type)
adsorption.41 In the case of CO2 capture by amines, the higher
degrees of amination will not be necessarily favorable as excessive
clustering of amine groups can interfere with CO2 binding. This
was clearly demonstrated by Vaidhyanathan et al. through
combined experiment and simulation methods in which
cooperative interactions between CO2 molecules contribute
significantly to binding energies, and sorbents with pores that
bind higher aggregates of CO2 will significantly enhance the
heats of adsorption.42 Recently Kim et al. reported a family of
robust tetraamine-functionalized frameworks that retain coop-
erativity, leading to the potential for exceptional efficiency in
capturing CO2 under the extreme conditions relevant to
natural-gas flue emissions.43 Very recently Hosseini et al. inves-
tigated the ability of sphingosine kinase inhibitor (SphKI),
which has multiple reaction centers including guanidine and
oxadiazole groups to bind CO2, using symmetry-adapted per-
turbation theory and a non-covalent interaction approach.44

The strongest interaction energy between SphKI and CO2 is
�12.9 kcal mol�1, in complex C1, indicating that guanidine in
the polar head region plays an important role in CO2 capture.

In 2015 Lee and co-workers reported a study on the inter-
action of CO2 with various functional molecules using density
functional theory (DFT) and wavefunction methods.45 They
suggested guanidine as one of the molecules having a strong
interaction with CO2, and the reported interaction energy
�5.5 kcal mol�1 using the CCSD(T)/CBS method was better
than that of many functional molecules. Though their study
showed a high affinity for guanidine towards CO2, the binding
energy suggests only a weak non-covalent interaction, which
may not be sufficient enough to explain the strong adsorption
capability of guanidine as such an association process is always
accompanied by entropy loss. A lowering of free energy would be
expected for an association process when the binding energy for a
two-body interaction is typically around �8 to �10 kcal mol�1.
Here a systematic study is proposed for analyzing both non-
covalent and covalent interaction possibilities of guanidine (G)
molecules with CO2 molecules. The cooperativity involved in the
CO2 binding of the guanidine molecules is revealed in the study
to suggest guanidine as a promising adsorbent for CO2 capture.
Most of the previously reported studies involve cooperativity in the
adsorption of CO2 molecules onto the material surface.37,41,43,46–48

This study will focus on the molecular level analysis of the
interaction between the CO2 and G molecules and the cooperativ-
ity involved in the stabilization of their clusters.

Computational methods

All the geometry optimizations are carried out at the M06-2X/
6-311++G** level of DFT using the Gaussian 16 suite of programs.49

The M06-2X functional is regarded as one of the best methods for
modelling intermolecular non-covalent interactions.50 Vibrational
frequency analysis has been carried out on all optimized geometries,
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which confirms the energy minima nature of them with all real
frequencies. The interaction energies of the guanidine–CO2

complexes are calculated using the super-molecule approach.
For any two interacting subsystems A and B, the stabilization
energy or the energy of interaction (DE) of the super-molecule C
is calculated using the equation

DE = EC � EA � EB (1)

where EA, EB, and EC represent the zero-point energy (ZPE)-
corrected energy of G, CO2 and guanidine–CO2 complex, respectively.
Further, correction for the basis set superposition error (BSSE)51–54 is
made using the counterpoise (CP) approach of Boys and
Bernardi.55,56 Similarly, the free energy change and enthalpy
change at standard temperature and pressure (STP) associated
with the interaction are calculated using the super-molecule
approach. Further, the entropy change involved in G� � �CO2

clustering is also calculated.
Bader’s QTAIM analysis, based on the electron density (r)

distribution, is carried out to gain a deeper insight into the
covalent and non-covalent interactions present in the com-
plexes as well as to understand the cooperativity of the inter-
actions. The QTAIM plots contain bond paths, which are lines
connecting the bonded nuclei through the distributed locally
maximal electron density and the corresponding bond critical
points.57–59 The AIMAll package has been used to visualize the
bond paths and to locate the bond critical points (bcps) in
QTAIM analysis.60 Atom–atom interactions are distinguished as
covalent and non-covalent interactions based on the electron
densities at the respective bcps (rb) as well as from the sign of
the corresponding Laplacian (r2r). The sum of electron density
at the bcps (

P
rb) and the sign of the Laplacian of electron

density (r2r) are also analyzed for all the complexes.
Molecular electrostatic potential (MESP) analysis is carried

out on all the complexes at the M06-2X/6-311++G** level of
theory to understand the charge delocalization across the G and
CO2 units in the clusters.61 MESP is a real physical property
which is directly related to the electron density function r(r).62

MESP at any point r in space, V(r), is defined by the equation

VðrÞ ¼
XN
A

ZA

r� RAj j �
ð
rðr0Þd3r0
r� r0j j (2)

where ZA is the charge on the nucleus located at a distance RA,
and r(r0) is the electron density.62,63

Further, a benchmark set of calculations is done on a repre-
sentative case at the B3LYP, B3LYP-D3, BP86-D3, M06-2X-D3 and

wB97XD levels in conjunction with the basis set 6-311++G**. The
D3 stands for Grimme’s dispersion correction.64

Results and discussions

The interaction of the molecule G with molecules of CO2 has
been studied through the structure and energetics parameters.
Fig. 1 gives the representative structures of the optimized
geometries of G(CO2)n clusters. The interaction energy DE of
first molecule of CO2 with an sp2 hybridized (imine) N atom of
G is �5.7 kcal mol�1 (Table 1). With the increase in the number
of CO2 molecules, total DE value increases. Additional CO2

molecules are also found to be interacting with the imine N
atom of G. The distance of interaction (dint) of CO2 with the
imine N of G increases from 2.688 Å in G(CO2) to an average
value of 2.930 Å in G(CO2)4, which indicates a decrease in the
strength of interaction of each CO2 with the imine N. However,
the DE/CO2 values given in Table 1 show that with the increasing
number of molecules of CO2, the value of DE/CO2 for G(CO2)n

systems is found to be comparable from n = 3. The phenomenon
of maintaining a similar value of DE/CO2 could be due to additional
stabilizations other than the N� � �CO2 interactions. To understand
the additional stabilizations in the G(CO2)n systems we carried out
the QTAIM analysis.

The QTAIM plot of G(CO2) shows the bcp for the imino(N)� � �CO2

interaction with the rb value 0.0165 a.u. as well as the bcp for the
NH� � �OCO interaction with the rb value 0.0121 a.u. In all other
cases, the N� � �CO2 and NH� � �OCO interactions are observed for at
least one CO2 molecule. Further, multiple N� � �CO2 interactions are
identified in many cases through the location of bcps. In
addition to N� � �CO2 and NH� � �OCO interactions, all G(CO2)n

clusters with n 4 1 showed (Fig. 2) bcps between the adsorbed
CO2 molecules, indicating the presence of secondary O� � �C
interactions. As n increases, multiple O� � �C interactions occur
in the G(CO2)n clusters, leading to significant cooperative
stabilization of the cluster. This kind of cooperative stabiliza-
tions has already been reported for the clustering of CO2 around
anions.65

Though the imine N� � �CO2 interactions become weaker with
an increasing value of n, due to the additional stabilization from
the O� � �C interactions, DE/CO2 maintains a steady value around
�4.4 kcal mol�1, even up to n = 10. The OCO bond angle y shows
a small change of 3–51 from the free CO2 molecule, indicating
that the G� � �CO2 interaction does not create any significant
structural deformation on CO2. Also on the free energy scale, the

Fig. 1 Optimized geometries of G(CO2)n complexes with their dint (Å), and OCO angle y (1) at the M06-2X/6-311++G** level.
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clustering of CO2 around G is found to be an endergonic process
(Table 1). This is due to the large decrease in entropy associated
with the clustering. The energy data in Table 1 clearly suggest
that spontaneous formation of the G(CO2)n system is impossible
under standard temperature and pressure (STP) conditions for
any value of n. In order to further assess the affinity of CO2 to
bind with G, the G� � �G interaction has to be addressed.

The guanidine dimer ((G)2), shown in Fig. 3a, has two amino
to imino NH� � �H hydrogen bond interactions, resulting in a DE
value of �12.2 kcal mol�1. Such dimer formation is sponta-
neous as DG �2.7 kcal mol�1 indicates an exergonic process.
This result also suggests that the G� � �CO2 interaction would be
inadequate to break the G� � �G interaction to make the G� � �CO2

complex. Hence the interaction of CO2 with (G)2 is considered.
Two configurations are obtained for the (G)2� � �CO2 complex:
the first one, designated as (G)2(CO2), is depicted in Fig. 3b; and
the second one, designated as (G–CO2)(G) is given in Fig. 3c.
Compared with (G)2, the DE of (G)2(CO2) is enhanced by
1.2 kcal mol�1 whereas that of (G–CO2)(G) is decreased by
2.1 kcal mol�1. In both the cases, insertion of CO2 occurs at
the NH� � �H hydrogen bond of (G)2. In (G)2(CO2), the N� � �C
distance of 2.665 Å indicates a weak non-covalent bond whereas

the N–C distance of 1.541 Å in (G–CO2)(G) indicates the formation
of a strong coordination bond. In addition, the formation of the
N–C coordination bond changes the linear OCO to a bent OCO
with an angle of 135.41. Hereafter, the use of hyphen in the
notation G–CO indicates the formation of a coordinate N–C
bond. Both the complexations involve positive DG values and
are less likely to occur at STP.

The G–CO2 portion of (G–CO2)(G) given in Fig. 3c can be
regarded as the guanidinium carboxylate zwitterion (G+)–(CO2

�)
and the unique aspect of this structure is that it cannot exist
independently. Compared with the G� � �CO2 non-covalent inter-
action, the N–C bond formation in G–CO2 leads to charge
transfer from the imine N to the O centers of CO2. The
transformation of the G� � �CO2 interaction from non-covalent
to a highly charge-separated (G+)–(CO2

�) interaction can happen
only when the accumulated charges are utilized for developing
further interactions. Fig. 4 depicts the + and � charge accumu-
lation when (G)(CO2) is changed to G–CO2 in terms of the MESP
plots on the isodensity surface for configurations optimized for
various N–C distances. In the non-covalent G(CO2) with a N� � �C
distance 2.688 Å, the imine N atom shows charge concentration
(dark blue region on N) due to its lone pair. A clear shift of the
electron cloud from G to CO2 is evident when the distance of

Table 1 ZPE and BSSE corrected DE, DG, DE/CO2 and DG/CO2 (kcal mol�1)
of G(CO2)n complexes at the M06-2X/6-311++G** level

n

DE
(kcal
mol�1)

DE/CO2

(kcal
mol�1)

DG
(kcal
mol�1)

DG/CO2

(kcal
mol�1)

DH
(kcal
mol�1)

TDS
(kcal
mol�1)

1 �5.7 �5.7 2.3 2.3 �5.5 �7.8
2 �10.3 �5.2 6.8 3.4 �9.9 �16.7
3 �14.1 �4.7 11.5 3.8 �13.3 �24.8
4 �18.4 �4.6 16.7 4.2 �17.4 �34.1
5 �21.6 �4.3 20.9 4.2 �20.2 �41.1
6 �26.6 �4.4 25.7 4.3 �25.2 �50.9
7 �31.9 �4.6 31.6 4.5 �30.3 �61.9
8 �35.2 �4.4 37.3 4.7 �33.3 �70.6
9 �38.9 �4.3 43.9 4.9 �36.9 �80.8
10 �43.6 �4.4 49.0 4.9 �41.5 �90.5

Fig. 2 QTAIM plots of G(CO2)n complexes for n = 1–4 at the M06-2X/6-311++G** level.

Fig. 3 Optimized geometries with respective DE values of (G)2, (G)2CO2

and (G–CO2)(G) complexes with their dint (Å), y (1) and DE and DG values
(kcal mol�1) at the M06-2X/6-311++G** level.
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interaction gradually changes to the covalent distance of 1.541 Å
(the last configuration in Fig. 4). This zwitterion configuration
(G+)–(CO2

�) is clear from the MESP plot, which shows charge
concentration on the O centers (dark blue) and charge depletion
on the guanidinium portion (red region).

Although the (G+)–(CO2
�) zwitterion structure does not exist,

we consider the possibility of dimer formation of such a structure
to derive additional stabilizing interactions. Surprisingly, the
zwitterion dimer (Fig. 5a) is an energy minimum and corre-
sponds to a total stabilization of �32.8 kcal mol�1 (the com-
plexation energy for two G units with two CO2 molecules). Also,
the complexation leads to a lowering of the free energy by
1.00 kcal mol�1. Compared with the zwitterion dimer, the non-
covalent dimer (G)2(CO2)2 (Fig. 5b) gives a complexation
energy of �18.9 kcal mol�1 and the process is endergonic by
7.9 kcal mol�1. The N–C bond length of the zwitterion dimer is
1.479 Å, which is 0.062 Å shorter than the G–CO2(G) complex
and indicates the improved interaction between G and CO2 in
the presence of the zwitterion compared with the simple G.
The zwitterion species interact through better complementary
electrostatic interactions than that involving neutral species.
In the zwitterion dimer, strong interactions arise due to the
large number of inter- and intra-molecular H-bonds, which
cooperatively induce the binding of the activated G unit with
the CO2 molecule.

The complementary hydrogen bond interactions as seen in
the zwitterion dimer can be extended to higher-order clusters.

For instance, in the zwitterion trimer (Fig. 5c), the interaction
energy is further enhanced to �58.3 kcal mol�1 with a lowering
of the free energy by 3.1 kcal mol�1. Here, the formation of the
corresponding non-covalent trimer (Fig. 5d) can be regarded as
unlikely due to the highly endergonic character (14.1 kcal mol�1).
The optimized geometries of the (G–CO2)n clusters (n = 4–10) are
given in Fig. 6 and the DE and DG values for all the clusters are
listed in Table 2. A cyclic growth pattern emerges for these
higher-order clusters.

The cyclic structure enables the participation of all the O
centers for intermolecular hydrogen bond interaction with the
NH bonds (O� � �HN interaction). In such structures, the positively
charged guanidine portion is nicely poised for complementary
interaction from the negatively charged carboxylate group leading
to the formation of multiple hydrogen bonds and delocalization
of the accumulated charges on each (G+)–(CO2

�). For n = 4–7, the
(G–CO2)n shows a bowl-like shape. The bowl depth is at a
maximum for n = 4 (2.890 Å) and it rapidly decreases to 2.508 Å
for n = 5. For n = 6 and 7, the bowl depth further decreases to
1.947 Å and 1.013 Å, respectively, indicating the tendency towards
planarization as n increases (ESI†). An almost planar structure is
observed for n = 8, and this structure showed the highest
interaction energy. Beyond n = 8, the structure tends to distort
from planarity. Also, the N–C distance shows a decreasing trend
as n goes from 4 to 8, indicating that the planarization enhances
the stability of the complex. In addition, the bond angle of the
O� � �HN interaction gradually increases from 145.21 for n = 2 to
the highest value 178.51 for n = 8; thereafter, the O� � �HN angle
decreases (Table S1, ESI†). It is clear that the highest strength for
the hydrogen bond is provided by the geometrically preferred
linear arrangement of the atoms of the O� � �HN interaction,
which is achieved at the most planar configuration, n = 8.

Recently Bijina and Suresh used MESP analysis to derive the
positive cooperativity in a large variety of intermolecular trimer
complexes.66 Always, the trimer showed a better bonding
scenario than the dimer due positive cooperativity arising from
the electron donor–acceptor nature of the interactions. Here in
the (G–CO2)n clusters, the G unit donates an N-lone pair of

Fig. 4 MESP topographic plots for the G–CO2 unit with their dint (Å) and y (1) values at various N–C distances of interaction at the M06-2X/6-311++G**
level at the isosurface value = 0.01 a.u.

Fig. 5 Optimized geometries of the (G–CO2) dimer and (G–CO2) trimer
complexes with their dint (Å), y (1) and their respective ZPE- and BSSE-
corrected DE values in kcal mol�1 in three different possible orientations.

PCCP Paper

Pu
bl

is
he

d 
on

 2
0 

M
ay

 2
02

1.
 D

ow
nl

oa
de

d 
by

 R
eg

io
na

l R
es

ea
rc

h 
L

ab
or

at
or

y 
(R

R
L

_T
vm

) 
on

 6
/1

4/
20

21
 5

:4
0:

24
 P

M
. 

View Article Online

https://doi.org/10.1039/d1cp00754h


Phys. Chem. Chem. Phys. This journal is © the Owner Societies 2021

electrons to CO2, and the resulting (G+)–(CO2
�) zwitterion

structures are assembled in a cyclic fashion due to comple-
mentary electrostatic interactions and positive cooperativity.
The formation of (G+)–(CO2

�) zwitterion structures is also
observed in the NMR analysis of (G–CO2)n clusters (Table S3,
ESI†), as indicated by the presence of peaks corresponding to the
carboxylate group (COO�). Recently, Wang et al. observed the
formation of zwitterionic guanidinium/carboxylate salts derived
from amino acids through the bonding of carboxylate to the
guanidine N–H bonds.67 Also, the self-assembly formation of
2-(guanidiniocarbonyl)-pyrrole-4-carboxylate mediated via inter-
molecular ion pairing between the carboxylate of one molecule
and the guanidinium group of another molecule was reported by
Schmuck.38 The linear growth pattern for (G–CO2)n clusters is
found to yield higher energy structures (ESI†).

Fig. 7 shows the variation of DE/CO2 and DG/CO2 with the
number of (G–CO2)n units. All cases show a negative DG/CO2,
which increases as n increases and reaches the best at n = 8
(Table 2). Similarly, DE/CO2 shows the increasing stability of the
complex as n increases. Larger clusters are thus associated with

a higher degree of cooperativity in the CO2 adsorption. The
(G–CO2)8 cluster appears to be the most stable, and beyond
n = 8 the stability of the complexes shows a decreasing trend.

QTAIM analysis

The QTAIM molecular plots of a representative set of (G–CO2)n

clusters (n = 2, 4, 6, and 8) are given in Fig. 8 and the rest are
given in the ESI.† The dotted lines indicate the bond paths for
O� � �HN interactions and the purple spheres represent the bcps.
According to the criterion of Koch and Popelier,68,69 for a non-
covalent interaction, rb falls in the range of 0.002–0.040 a.u.
and r2r is positive, typically in the range of 0.024–0.139 a.u.
The average values of rb (rb,avg) for the O� � �HN non-covalent
interactions as well as for the N–C covalent interactions are
given in Table 3. For (G–CO2)n clusters, the Koch–Popelier
criterion on rb is valid for all the O� � �HN non-covalent

Fig. 6 Optimized geometries of (G–CO2)n complexes at the M06-2X/6-311++G** level for n = 4–10.

Table 2 ZPE- and BSSE-corrected DE and DG (kcal mol�1) of (G–CO2)n
complexes at the M06-2X/6-311++G** level

n DE (kcal mol�1) DG (kcal mol�1)

2 �32.8 �1.0
3 �58.3 �3.1
4 �93.4 �16.6
5 �126.6 �28.3
6 �158.8 �39.7
7 �191.5 �53.8
8 �219.9 �62.2
9 �244.4 �64.0
10 �265.0 �62.6

Fig. 7 Plot showing the enhancement in DE/CO2 (kcal mol�1) and DG/CO2

(kcal mol�1) with the increase in the number of (G–CO2) units.
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interactions (Table 3) and the sign of r2r is positive whereas
the N–C covalent bonds show large rb and negative r2r values
(ESI†). As the cluster size increases, the rb,avg of the N–C
covalent interactions increases up to n = 8, while with a further
increase in the cluster size it decreases. The value of rb is often
used as a measure of the strength of the interaction, while the
sum of rb (

P
rb) for O� � �HN and N–C interactions can be

indicative of the total stabilizing influence in the cluster.65,70

The
P

rb values show a strong linear correlation with the total
interaction energy DE (Fig. 9), indicating that reorganization of
the electron density along the O� � �HN and N–C bonding
regions is stabilizing the cluster.

MESP analysis

The MESP plots of (G–CO2)n clusters (n Z 2) are given in Fig. 10,
and for every G–CO2 covalent interaction, some amount of
electron density gets transferred from G to the CO2 whereas
the additional O� � �H non-covalent interactions lead to further
reorganization of the electron density. As observed from Fig. 4
the electron density was initially concentrated mostly on the N
atom of the G molecule, but the N–C covalent interaction
transfers the charge to the CO2 unit. Accordingly, an increase
in the negative potential on the O centers is observed, which is
reflected as an enhancement in the minimum potential (Vm)
at the O atoms. The electron-rich O centers show attractive
interactions with the electron-deficient H–N bonds on another
G–CO2.

The cyclic arrangement of the G–CO2 in the cluster leads to
the formation of maximum O� � �HN interactions. The O atoms
at the outer edge of the cyclic structures interact with one H–N
bond and show a more negative MESP minimum (Vm) than the
O atoms at the inner edge (Vm

0) interacting with two H–N bonds
(Table 4). Both the Vm and Vm

0 values are in linear correlation
(Fig. 11) with the DE values, indicating that the total interaction
energy is directly proportional to the ability of the system to undergo
electron delocalization. It also suggests that the cooperativity from
the neighbouring G–CO2 units is very effective in dispersing the
charge separation in the (G+)–(CO2

�) zwitterion units.

Benchmark study on energetics and influence of dispersion
effects

A benchmark study on (G–CO2)n clusters is carried out using
B3LYP and the dispersion-included methods, viz. B3LYP-D3,
BP86-D3, M06-2X-D3 and wB97XD, in conjunction with basis
set 6-311++G**. The DG data computed using these methods are
compared with the M06-2X/6-311++G** data in Table 5. All except
B3LYP give a similar trend for DG and DE (Table S11, ESI†),
meaning that the dispersion effect is very important to derive the
structure and energetics of (G–CO2)n clusters. The intrinsic dis-
persion effects integrated within M06-2X give results similar to
those obtained with other dispersion-correction-incorporated
methods. A positive DG value observed for G–CO2 in all the

Fig. 8 QTAIM molecular plots of (G–CO2)n clusters for n = 2, 4, 6, and 8 at the M06-2X/6-311++G** level .

Table 3 QTAIM parameters (in a.u.) of the non-covalent interactions and
N–C covalent interactions in (G–CO2)n clusters at the M06-2X/6-
311++G** level

System
rb,avg of O� � �HN
interaction

rb,avg of N–C
interaction

P
rb

G(CO2) 0.0143 0.0165 0.0452
(G–CO2)2 0.0307 0.2436 0.6711
(G–CO2)3 0.0273 0.2515 1.0003
(G–CO2)4 0.0344 0.2563 1.4378
(G–CO2)5 0.0362 0.2594 1.8406
(G–CO2)6 0.0372 0.2611 2.2373
(G–CO2)7 0.0378 0.2621 2.6279
(G–CO2)8 0.0302 0.2631 2.8300
(G–CO2)9 0.0375 0.2630 3.3782
(G–CO2)10 0.0363 0.2619 3.7071

Fig. 9 Correlation between
P

rb in a.u. and DE in kcal mol�1 for
(G–CO2)n clusters.
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methods indicates that G alone cannot show a strong binding
with CO2, while the positive cooperativity generated from the
s(G+)–(CO2

�) zwitterionic units in the cluster strengthens the N–C
interaction. The magnitude of DG values becomes more negative
with increasing values of n, which can be easily understood from
the DG/CO2 values given in Table S13 of ESI.† The DG is the most
negative for n = 8, indicating the higher probability of the
formation of such closed-ring structures of CO2 complexes of G.

Conclusions

The interactive behaviour of guanidine (G) with CO2 molecules
has been studied using the M06-2X/6-311++G** level of DFT. G

Fig. 10 MESP plotted on an isodensity surface of value 0.006 a.u. for (G–CO2)n complexes. The Vm and Vm
0 values in kcal mol�1 at the M06-2X/6-

311++G** level are also depicted. Color coding indicates the most electron-rich (blue) to the most electron-deficient (red) regions.

Table 4 Vm and Vm
0 values in kcal mol�1 of (G–CO2)n clusters at the

M06-2X/6-311++G** level

System Vm Vm
0

(G–CO2)2 �136.8 �119.2
(G–CO2)3 �160.3 �149.0
(G–CO2)4 �189.3 �166.4
(G–CO2)5 �242.3 �201.5
(G–CO2)6 �297.1 �236.7
(G–CO2)7 �350.8 �267.2
(G–CO2)8 �396.0 �304.2
(G–CO2)9 �445.7 �348.1
(G–CO2)10 �498.9 �408.3

Fig. 11 Correlation between Vm and Vm
0 (kcal mol�1) with DE (kcal mol�1).

Table 5 BSSE- and ZPE-corrected DG (kcal mol�1) for (G–CO2)n com-
plexes using different methods with dispersion correction in conjunction
with the basis set 6-311++G**

System B3LYP B3LYP-D3 M06-2X M06-2X-D3 BP86-D3 wB97XD

G(CO2) 4.4 2.4 2.3 4.4 2.8 3.0
(G–CO2)2 11.8 2.7 �1.0 �1.6 �2.3 �0.3
(G–CO2)3 19.8 1.2 �3.1 �4.9 �6.7 �2.6
(G–CO2)4 10.9 �11.3 �16.6 �19.1 �20.9 �16.9
(G–CO2)5 5.4 �21.5 �28.3 �30.8 �33.1 �28.8
(G–CO2)6 0.6 �31.1 �39.7 �42.4 �44.9 �40.1
(G–CO2)7 �5.2 �42.3 �53.8 �56.1 �58.2 �52.8
(G–CO2)8 �9.9 �50.0 �62.2 �69.4 �66.6 �63.6
(G–CO2)9 �3.7 �50.2 �64.0 �67.7 �69.3 �64.0
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interacts with CO2 molecules through non-covalent as well as
covalent interactions. As reported by Lee et al.45 we also
observed non-covalent interaction between G and CO2, with
DE = �5.7 kcal mol�1. However, the application of G for CO2

capture suggested better interaction possibilities, which was
revealed through a systematic study on the G(CO2)n and
(G–CO2)n clusters. For the purely non-covalent G(CO2)n com-
plexes, DE values improved with n and maintained a constant
value of DE/CO2 beyond n = 3. But all these were associated with
a positive DG value, which indicated the endergonic nature of
the formation of G(CO2)n complexes. However, in the analysis
of (G–CO2)n clusters, a pattern of cyclic cluster growth has been
observed through the formation of the zwitterion (G+)–(CO2

�),
which involves strong N–C covalent interactions. The inter-
action between the zwitterion units also increased with n and
the most stable cluster was observed for n = 8, with a DE/CO2

value of �27.5 kcal mol�1. In addition to the N–C covalent
interactions, the O� � �HN non-covalent interactions between
G–CO2 units contribute significantly to the stability of the large
cyclic clusters, which is confirmed by the strong correlation
between the interaction energy data and the electron density
data of bond critical points in QTAIM analysis. MESP analysis
also supported the N–C covalent bonding and the delocaliza-
tion of charges of the zwitterion (G+)–(CO2

�) through comple-
mentary O� � �HN hydrogen bonding interactions. Further, as
the cluster size increases, the cooperative effect of O� � �HN and
N–C interactions increases leading to a steady enhancement in
DE. This study illustrates the remarkable influence of coopera-
tivity in the stabilization of the large cyclic structure formations
of G–CO2 units with zwitterion character. The study on the
influence of dispersion effects using different DFT methods
showed that, for n 4 2, the formation of clusters is exergonic
and the most stable cluster is observed at n = 8. The exergonic
character observed for the (G–CO2)8 cluster formation demands
an experimental verification and we urge experimentalists to
suggest a synthetic strategy for it. The high affinity of guanidine
towards CO2 cannot be justified by the weak G� � �CO2 non-covalent
interaction whereas the cooperativity associated with the exergonic
formation of zwitterionic (G–CO2)n clusters suggests the high CO2

adsorption capability of guanidine. Another advantage is that the
desorption of CO2 from the most stable (G–CO2)n cluster is
feasible by mild heating due the moderate value of the G� � �CO2

dissociation energy and the favorable entropy for the endergo-
nic process. These theoretical results suggest G as a promising
adsorbent for CO2 capture.
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Imidazolium–fulleride ionic liquids – a DFT
prediction†

Sebastian Anilaab and Cherumuttathu H. Suresh *ab

Ionic liquids (ILs) exhibit tunable physicochemical properties due to the flexibility of being able to select

their cation–anion combination from a large pool of ions. The size of the ions controls the properties of

the ILs in the range from ionic to molecular, and thus large ions play an important role in regulating the

melting temperature and viscosity. Here, we show that the exohedral addition of anionic X� moieties to

C60 (X = H, F, OH, CN, NH2, and NO2) is a thermodynamically viable process for creating large

X-fulleride anions (C60X)�. The addition of X� to C60 is modelled by locating the transition state for the

reaction between C60 and 1,3-dimethyl-2X-imidazole (IMX) at the M06L/6-311++G(d,p)//M06L/

6-31G(d,p) level. The reaction yields the ion-pair complex IM+� � �(C60X)� for X = H, F, OH, CN, NH2, and

NO2 and the ordered pair of (activation free energy, reaction free energy) is found to be (14.5, 1.1),

(6.1, 3.1), (16.7, 2.3), (14.7, �7.9), (27.9, 0.5) and (11.9, 12.4), respectively. The low barrier of the reactions

suggests their feasibility. The reaction is slightly endergonic for X = H, F, OH, and NH2, while X = CN

shows a significant exergonic character. The X-fulleride formation is not observed when X = Cl and Br.

The ion-pair interactions (Eion-pair) observed for IM+� � �(C60X)� range from �64.0 to �73.0 kcal mol�1,

which is substantially lower (B10%) than the typically reported values for imidazolium-based ionic liquids

such as [EMIm]+[trz]�, [EMIm]+[dc]�, [EMIm]+[dtrz]�, and [EMIm]+[NH2tz]�. The quantum theory of atoms

in molecules (QTAIM) analysis showed that the C–X bonding in (C60X)� is covalent, while that in

(IM+� � �X�)� � �C60 (for X = Cl and Br) is non-covalent. Furthermore, molecular electrostatic potential

(MESP) analysis showed that the X-fulleride could behave as a large spherical anion due to the delocali-

zation of the excess electron in the system over the entire carbon framework. The large anionic charac-

ter of the X-fulleride is also revealed by the identification of several close lying local energy minima for

the IM+� � �(C60X)� ion-pair. The low Eion-pair value, the significant contribution of dispersion to the

Eion-pair and the spherical nature of the anion predict low-melting point and highly viscous IL formation

from X-fullerides and the imidazolium cation.

Introduction

Ionic liquids (ILs) are low-melting point salts, which, by defini-
tion, melt below 100 1C and are found to be useful as solvents
in organic synthesis and extraction processes.1,2 Theoretical
methods to predict the properties of proposed cation–anion
combinations before synthesis are useful in designing novel
ILs to better meet the needs of particular applications
by altering the combination of cations and anions. Bernard
et al. have shown the variation of trends in the thermo-
dynamic and transport properties of ionic liquids (ILs) with

their ion-pair-binding energy.3 The high viscosity is one of the
major limitations commonly encountered in the performance
of ionic liquids when used as electrolytes in electrochemical
devices.4 Cyano-functionalized anions produce some of the
most fluid and conductive ionic liquids with low melting
temperatures and low viscosities.5–7 A wide range of studies
have been carried out on imidazolium-based ILs owing to their
excellent properties of stability, their flexibility of molecular
design, their ease of synthesis and adaptability to multiple
functions.8 The 1-ethyl-3-methylimidazolium cation ([EMIm]+)
has been well studied and tends to form low viscous liquids
with a large number of anions.9–11

Tuning the ion-pair interactions in ILs has been one of the
important strategies adopted in designing new ionic liquids.
The size of the ions also exerts some control in regulating the
properties of ILs ranging from ionic to molecular.7 Lowering
the melting point is directly related to lowering the viscosity of
the ILs, which in turn is influenced by the electrostatic
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interaction forces between the ions in the salts.12 Since these
interactions are mostly electrostatic in nature, the strength of
the interaction decreases with an increase in the local mini-
mum distance and this can be easily achieved by increasing the
size of the ions. Thus, from this particular aspect, large ions are
of great interest. Although it is quite difficult to lower the
viscosity of the ILs, large ions are certainly effective in lowering
the melting temperature and viscosity.13

Compared with other all carbon allotropes, the discovery of
C60 fullerene has transformed the chemistry of carbon.14–22

Maciel et al. have studied the solvation of C60 in ionic liquids
via molecular dynamics simulations, and the spatial distribu-
tions revealed different patterns for the solvation of the C60.23

Later, Garcı́a et al. analysed the solvation of C60 fullerene by 24
different ionic liquids belonging to the imidazolium, piperazi-
nium, and cholinium families using classic molecular
dynamics simulations and density functional theory (DFT)
methods.24,25 They extended their theoretical investigations to
study the interaction of other carbon nanostructures with ionic
liquids.26,27 In 2015, Campisciano et al. synthesized and char-
acterized a series of fullerene–ionic liquid hybrids in which the
fullerene–malonate derivatives were synthesized and substi-
tuted with a number of IL moieties to form new fullerene–ionic
liquid hybrids.28 They also applied this new fullerene derivative
conjugate for the immobilization of palladium nanoparticles
through ion exchange followed by reduction with sodium
borohydride. Chaban et al. carried out theoretical investiga-
tions into the concept of solvating fullerenes using room-
temperature ionic liquids (RTILs), which opened a new
direction to obtaining well-dispersed fullerene-containing sys-
tems by comparing a range of common molecular solvents and
novel ionic solvents to the RTIL 1-butyl-3-methylimidazolium
tetrafluoroborate ([BMIm]+[BF4]�).29 In another study,
they observed that the imidazolium ionic liquid helps to
disperse fullerenes in water.30 Both theoretical31–35 and
experimental36–39 studies on endohedral32,40–43 as well as
exohedral14,44,45 modification of the fullerene cage have been
performed to generate the new materials of interest. According
to the DFT and Born–Oppenheimer molecular dynamics
(BOMD) calculations of Ravinder and Subramanian, the stabi-
lity of the endohedral fullerenes depends on the size of both the
anion and the fullerene cage.46 The BOMD simulations of
Chaban et al. suggested novel C60–RTIL systems on the basis
of the systematically positive effective electrostatic charge that
is developed on the C60 fullerene via the electronic polarization
of C60 fullerene by imidazolium-based RTILs.47 They also
studied the possibility of using fullerene-based systems for
medicinal applications and CO2 capture.48,49 In addition, Sale-
hzadeh et al. showed that the interaction energy value ranges
from �62.5 to �79.2 kcal mol�1 for the encapsulation of
halides within fullerenes at the MP2/6-311++G** level.50 As an
extension to the study on the influence of encapsulation of the
anion inside the C60 fullerene cage on its exohedral reactivity,
Garcı́a-Rodeja et al. studied the Diels–Alder reaction between
1,3-cyclohexadiene and M@C60 (M = Li+, Na+, K+, Be2+, Mg2+,
Al3+, and Cl�).51 They reported a significant enhancement in

the Diels–Alder reactivity for systems having an endohedral cation,
whereas a decrease in the reactivity is observed when an anion is
encapsulated in the C60 cage. They also studied the Bingel–Hirsch
(BH) addition of ethyl bromomalonate over a series of ion-
encapsulated M@C60 (M = Li+, Na+, K+, Mg2+, Ca2+, and Cl�) and
found that K+@C60 was the one that leads to the fastest BH reaction,
whereas Cl�@C60 led to the slowest reaction.52

All of the previous studies have been either on the confine-
ment of the encapsulated species inside the cage or on the
binding interactions of the fullerene cage with the functional
moieties. Although Campisciano et al. reported the fullerene
derivative-incorporated IL, the use of fullerene systems either
in the cationic or in the anionic form has not yet been reported
for the development of ILs. In a recent study using DFT
methods, Suresh et al. showed that anion-encapsulated endo-
hedral fullerenes behave as closed-shell anions and are repre-
sented as (X@C60)�.53 Apart from the endohedral modifications
on fullerenes, the exohedral changes also have an influence on
the chemical reactivity and the properties of the C60 cage. Very
recently, we have shown that endohedral and exohedral chloro-
fullerides act as strong Z5 ligands to cationic transition metal
fragments.54 This study, carried out at the M06L/
6-311++G(d,p)//M06L/6-31G(d,p) level of DFT, explained the
delocalisation of the negative charge across the fullerene cage,
resulting in the bulky anionic nature and strong coordination
ability of chloro-fulleride. The present study investigates the
idea that a large-sized anion, characterized by the spherical
distribution of the negative charge, can be effectively utilized
for designing new ion-pair combinations to develop novel ILs.
Here, the interaction of the X-fullerides ((C60X)�) with the
imidazolium cation (IM+) has been studied for X = H, F, Cl,
Br, OH, CN, NH2, and NO2, and the feasibility of the formation
of these anion� � �cation complexes is also evaluated by model-
ling the transition state for the reaction between 1,3-dimethyl-
2X-imidazole (IMX) and C60.

Computational methods

All calculations were carried out at the M06L/6-311++G(d,p)//
M06L/6-31G(d,p) level of DFT55–58 using the Gaussian 16 suite
of programs.59 Vibrational frequency analysis was carried out to
confirm the optimized geometries as true energy minima. A
previous benchmark study has reported that the M06L method
is a robust method for calculating the geometry and interaction
energy of non-covalent dimers.60 Furthermore, recent studies
have benchmarked some of the dispersion-corrected
methods61,62 for anionic fullerene systems and have found that
M06L is a reliable method.53 The energy of the reaction
between 1,3-dimethyl-2X-imidazole (IMX) and C60 (Erea) is
calculated as

Erea = E2 � E1, (1)

where E1 and E2 are the zero-point energy (ZPE)-corrected
energies of the reactant complex (C60� � �IMX) and the product
(IM+)� � �(C60X)� ion-pair complex, respectively. The free energy
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(Grea) associated with the reaction is also calculated in a similar
fashion.

The ion-pair-binding energy (Eion-pair) is calculated as

Eion-pair = E2 � (E3 + E4), (2)

where E3 and E4 are the ZPE-corrected energies of (C60X)� and
IM+, respectively. In the case of Cl� and Br�, the IM+� � �X� ion-
pair is found to interact non-covalently with C60 to form the
(IM+� � �X�)� � �C60 complex. Here, the non-covalent interaction
energy (Enoncov) of C60 with IM+� � �X� is calculated as

Enoncov = E7 � (E5 + E6), (3)

where E5, E6 and E7 are the ZPE-corrected energies of C60,
IM+� � �X� and (IM+� � �X�)� � �C60, respectively.

Molecular electrostatic potential (MESP) analysis was carried
out to analyse the intermolecular interactions and charge
delocalization in the complexes.63–65 MESP topology features
have been widely used to quantitatively scrutinize the chemical
reactivity and related concepts such as covalent and non-
covalent bonding, nucleophilic and electrophilic reactivity,
the substituent effect, etc.66–71 For any molecular system, the
MESP at a point r in space, V(r), is defined by eqn (4), where ZA

represents the charge on the nucleus located at a distance RA,
r(r) is the electron density and r0 is a dummy integration
variable.

VðrÞ ¼
XN
A

ZA

jr� RAj
�
ð
rðr0Þdr0
jr� r0j (4)

Bader’s quantum theory of atoms in molecules (QTAIM) analy-
sis, based on the electron density (r(r)) distribution, was carried
out using the AIMAll package.72–74 The QTAIM plots contain
bond paths through the locally maximal electron density and
the corresponding (3, �1) bond critical points (bcps) between
interacting atoms.75–78 Atom–atom interactions can be charac-
terised as covalent or non-covalent, based on the electron

densities at the respective BCPs (rb) and from the sign of the
corresponding Laplacian (r2r).

Results and discussion

The imidazolium cation is one of the most frequently encoun-
tered cationic species in ionic liquids. Here, we look at the
possibility of the reaction between neutral 1,3-dimethyl-2X-
imidazole (IMX) and C60 (Scheme 1) for X = H, F, Cl, Br, OH,
CN, NH2, and NO2. Two possible outcomes of this reaction are
shown in Scheme 1, viz. the formation of the ion-pair
IM+� � �(C60X)� or the formation of the (IM+� � �X�)� � �C60 complex.

Among the different anions in this study, H�, F�, CN�, OH�,
NH2

� and NO2
� are observed to follow reaction pathway (i),

while the anions Cl� and Br� follow the reaction pathway (ii).
The X-fullerides (C60X)� formed in pathway (i) show the C–X
covalent bonding interaction and suggest that the anionic
charge is delocalized over the whole carbon framework. Thus,
(C60X)� can be considered as a large anion and it interacts with
IM+ for electrostatic stabilization to form the ion-pair
IM+� � �(C60X)�. In (IM+� � �X�)� � �C60, C60 interacts non-
covalently with the ion-pair IM+� � �X�.

The optimized geometries of the reactant complex, the
transition state and the product of a representative case
(X = OH) for pathway (i) are shown in Fig. 1. Here, the binding
energy for the van der Waals complex IM(OH)� � �C60 is
7.7 kcal mol�1 and it passes through the transition state ts1OH

to yield the ion-pair complex IM+� � �(C60OH)�. The structure of
ts1OH shows the C–OH bond breaking of IMX at 2.12 Å and the
initiation of C–OH bond formation on fullerene at 2.01 Å. The
Erea value for IM+� � �(C60OH)� formation is 0.2 kcal mol�1, is
slightly endothermic, and requires an activation energy (Eact) of
15.4 kcal mol�1, which is surmountable at room temperature.

Fig. 2 shows the energy profile for the reaction between C60

and IM(CN), which is slightly different from that of C60 and
IM(OH) as it takes place in two steps. Here, the C–CN distance

Scheme 1 Two possible outcomes of the reaction between IMX and C60.
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of 3.16 Å in ts1CN suggests that a fully cleaved CN� from IMX
will be reacting on C60 through the formation of an intermedi-
ate Int1CN. In Int1CN, the C60� � �CN and IM� � �CN distances are
3.09 and 2.78 Å, respectively. In the second step, C60–CN bond
formation occurs by passing through the transition state ts2CN,

wherein the C–CN distance is 2.13 Å. The ts1CN transition state
suggests an Eact value of 7.2 kcal mol�1 for the formation of
Int1CN at �3.6 kcal mol�1, while ts2CN requires an Eact value of
11.9 kcal mol�1 to yield the product. The intermediate Int1CN

can be represented as (IM+� � �CN�)� � �C60. The product
IM+� � �(C60CN)� formation is exothermic by 9.4 kcal mol�1.
The energetic parameters including the free energy parameters
are given in Table 1.

The optimized structures of the IM+� � �(C60X)� ion-pairs for
X = H, F, NH2, and NO2 are shown in Fig. 3, along with the local
minimum distances. The first four structures show covalent
bond formation between C60 and X, which is evident from the
C–H, C–F, C–NH2 and C–NO2 distances of 1.11, 1.55, 1.51, and
1.68 Å, respectively, whereas the nearest distance from X to IM+

indicates either a weak non-covalent interaction (for X = H) or a
hydrogen-bond interaction, as observed in the previous cases of
X = OH or CN. All these ion-pairs have an Eion-pair value ranging
from �64.0 to �73.0 kcal mol�1 (Table 1).

For Cl� and Br�, the IMX compound itself exists as an ion-
pair IM+� � �X�. The IM+� � �X� ion-pair interacts weakly with C60

to form the non-covalent (IM+� � �X�)� � �C60 complexes (Fig. 3).
This is reflected in the large local minimum distance between
C60 and IM+� � �X�, viz. 3.31 Å and 3.39 Å for X = Cl and Br,
respectively. The Enoncov values observed for C60 with IM+� � �Cl�

and IM+� � �Br� are �9.3 and �9.9 kcal mol�1, respectively. It
should also be noted that in (IM+� � �X�)� � �C60, the interaction
energy values between IM+ and (X�� � �C60) for X = Cl and Br are
�82.4 and �80.2 kcal mol�1, respectively. The QTAIM analysis
shows the negative r2rb values and the rb value in the range of

Fig. 1 Optimized geometries of the reactant, the transition state and the product for the reaction between IM(OH) and C60 at the M06L/6-31G(d,p) level
with their local minimum distances in Å. Relative ZPE-corrected energies in kcal mol�1 at the M06L/6-311++G(d,p)//M06L/6-31G(d,p) level are also
depicted.

Fig. 2 Optimized geometries of the reactant, the transition states and the
product for the reaction between IM(CN) and C60 at the M06L/6-31G(d,p)
level with their local minimum distances in Å. Relative ZPE-corrected
energies in kcal mol�1 at the M06L/6-311++G(d,p)//M06L/6-31G(d,p) level
are also depicted.

Table 1 ZPE-corrected Eion-pair, Gion-pair, Erea, Grea, Eact and Gact values
(kcal mol�1) of the IM+(C60X)� systems at the M06L/6-311++G(d,p)//
M06L/6-31G(d,p) level

System Eion-pair Gion-pair Erea Grea Eact Gact

IM+� � �(C60H)� �64.0 �52.1 �0.03 1.1 11.8 14.5
IM+� � �(C60F)� �71.8 �59.1 0.3 3.1 4.7 6.1
IM+� � �(C60OH)� �72.0 �58.9 0.2 2.3 15.4 16.7
IM+� � �(C60CN)� �69.6 �57.1 �9.4 �7.9 11.9 14.7
IM+� � �(C60NH2)� �73.0 �61.3 �0.6 0.5 24.7 27.9
IM+� � �(C60NO2)� �71.0 �57.7 8.8 12.4 7.0 11.9
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0.1636–0.2592 a.u. for the C–X interaction in (C60X)� for X = H,
F, CN, OH, NH2 and NO2, indicating the covalent character of
the C–X bonding interaction. The positive r2r values and rb

values of 0.0093 a.u. and 0.0092 a.u., respectively, for X = Cl and
Br suggest the weak non-covalent nature of the C� � �X

interaction in (IM+� � �X�)� � �C60 complexes. The QTAIM plots
of the complexes and their QTAIM data are shown in the ESI†
(Fig. S4 and Table S7).

MESP features

Fig. 4 represents the MESP mapped on an isodensity surface of
0.01 a.u. for C60, C60

��, and the X-fullerides. The dark blue
pattern observed for the MESP analysis of C60

�� and
X-fullerides indicates a very similar electron-rich nature of the
carbon framework, while the pale green surface observed for
C60 indicates a relatively high electron deficiency. Furthermore,
a quantification of the MESP feature is available from the most
negative MESP value (Vm) on the fullerene cage (Vm1) and from
the most negative MESP value on the X group (Vm2). The Vm1

value of the (C60X)� species (X = H, F, CN, OH, NH2 and NO2)
lies in the range of �65.8 to �72.2 kcal mol�1 and those of
Cl�� � �C60 and Br�� � �C60 are �50.8 and �51.6 kcal mol�1,
respectively (Table 2). The magnitude of the Vm1 value of
(C60X)� is higher than that of C60

��, which suggests that the
carbon cage of the X-fullerides will behave as an electron-rich
anionic cage. On the basis of the magnitude of Vm1, the anionic
nature of the X-fullerides can be assessed79 as (C60H)� 4
(C60NH2)� 4 (C60OH)� 4 (C60CN)� 4 (C60F)� 4 (C60NO2)�.
The strength of the C–X bond of the fulleride is found to be
proportional to the anionic character of the fulleride (Fig. S2,
ESI†).

The Vm2 value indicates the nature of the negative MESP
around the lone-pair-bearing X group in (C60X)� as X = H is
devoid of such a minimum. If X� alone is analyzed for the Vm

data (Table S3, ESI†), one may notice that the observed values,
viz. �188.4, �240.3, �186.0, �241.5, �237.6, and �186.4, for
X = H, F, CN, OH, NH2 and NO2, respectively, are much more

Fig. 3 Optimized geometries of the IM+� � �(C60X)� ion-pairs for X = H, F,
NH2, NO2, Cl, and Br at the M06L/6-31G(d,p) level with their local
minimum distances in Å.

Fig. 4 MESP topographic plots for exohedral fullerides at the M06L/6-311++G(d,p)//M06L/6-31G(d,p) level with the Vm1 value (kcal mol�1) on the
right-hand side and the Vm2 value (kcal mol�1) on the left-hand side at an isosurface value of 0.01 a.u.

PCCP Paper

Pu
bl

is
he

d 
on

 2
0 

A
ug

us
t 2

02
1.

 D
ow

nl
oa

de
d 

by
 R

eg
io

na
l R

es
ea

rc
h 

L
ab

or
at

or
y 

(R
R

L
_T

vm
) 

on
 9

/2
1/

20
21

 7
:3

1:
17

 A
M

. 
View Article Online

https://doi.org/10.1039/d1cp03455c


Phys. Chem. Chem. Phys. This journal is © the Owner Societies 2021

negative (B54%) than the Vm2 value observed for the corresponding
(C60X)�, while a deviation of, on average, 31% is observed in the Vm

data for X = Cl and Br. This feature supports that the excess electron
in the system is delocalized over the entire carbon cage of the
X-fulleride and it will behave as a large spherical anion. A negative-
valued MESP isosurface engulfing the whole carbon cage is located
in each X-fulleride (Fig. S3, ESI†), which also illustrates the anionic
character of the carbon cage.63,80

Energy minimum structures of the IM+� � �(C60X)� ion-pair

The IM+� � �(C60X)� ion-pair systems (X = H, F, CN, OH, NH2 and
NO2) show multiple energy minima, wherein the location of the
cation is nearly randomized. This indicates that the anionic
character is distributed all over the carbon framework of the
fulleride and the cation can approach the anion from any
direction for a substantial stabilization. A representative case
of the IM+� � �(C60OH)� ion-pair is shown in Fig. 5. Among these
structures, IM+ located close to the ‘OH’ region of (C60OH)� is
found to be the most stable (structure i), with an ion-pair
energy value of �72.0 kcal mol�1. However, the least stable
structure is the one showing the farthest distance between the
OH region and the cation (structure v), with an ion-pair energy
value of �59.0 kcal mol�1. The energy difference between the
two extreme structures is 13.0 kcal mol�1.

Another representative example of the IM+� � �(C60H)� ion-pair
shows six local minima, wherein IM+ is located at various
positions around the fullerene cage. Here, the interaction is
also observed to be the best when IM+ is facing the cage from
the direction of H (structure (i) in Fig. 6), which is 3.6 kcal mol�1

superior in ion-pair binding than the least stable structure
(vi). The positioning of the cation on the fullerene cage is very
random and these energetically close lying multiple minima
indicate the smooth delocalization of the anionic charge. How-
ever, these minima suggest that the movement of the cation
from one minimum position to another is nearly barrierless and
the whole potential energy surface will behave like a slippery
surface. The presence of different minima has been identified in
other IM+� � �(C60X)� ion-pair systems as well (Table S4, ESI†).
This slippery nature of the ion-pair interactions makes the
IM+� � �(C60X)� complexes a suitable candidate for developing
ILs for lubricant applications. The viscous nature of the ILs,
owing to the large spherical nature of the anion, also supports
the ability of the ILs to act as lubricants.

Benchmark study

To analyze the influence of dispersion effects on the ion-pair
interactions, we also carried out a benchmark study on the
IM+� � �(C60X)� complexes, using dispersion-included methods,
viz. wB97XD, BP86-D3, M06-2X, and B3LYP-D3, in conjunction
with the 6-311++G** basis set. The Eion-pair data computed using
these methods are compared with the M06L/6-311++G** data in
Table 3. All these dispersion methods show a similar trend in
the Eion-pair values. The intrinsic dispersion effects integrated
within M06L give results similar to those methods with the
dispersion correction, with a slight deviation of 0–4 kcal mol�1.
Furthermore, the influence of dispersion effects is brought out
from the Eion-pair values calculated at the B3LYP/6-311++G**
level, a method without any dispersion correction. At this level,
the Eion-pair value ranges from �53.9 to �62.4 kcal mol�1, which
is B15–20% kcal mol�1 lower than that observed for the

Table 2 Most negative MESP values (in kcal mol�1) for exohedral fullerides
at the M06L/6-311++G(d,p)//M06L/6-31G(d,p) level

System Vm1 Vm2

(C60H)� �72.2 —
(C60F)� �68.1 �93.3
(C60OH)� �71.4 �103.5
(C60CN)� �70.7 �101.2
(C60NH2)� �71.5 �116.5
(C60NO2)� �65.8 �95.8
Cl�� � �C60 �50.8 �119.5
Br�� � �C60 �51.6 �105.3

Fig. 5 Geometry of the IM+� � �(C60OH)� ion-pair optimized at the M06L/
6-31G(d,p) level with IM+ at various positions around the fullerene cage.
ZPE-corrected ion-pair-binding energies in kcal mol�1 are also depicted.

Fig. 6 Geometries of the IM+� � �(C60H)� ion-pair optimized at the M06L/
6-31G(d,p) level with IM+ at various positions around the fullerene cage.
ZPE-corrected ion-pair binding energies in kcal mol�1 are also depicted.
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dispersion-included methods. The high dispersion effect also
supports the charge delocalization involved in the interaction
between the X-fullerides and IM+. ILs based on conjugated
rings or bulkier anions with multiple non-covalent interaction
sites are also expected to have a significant contribution from
dispersion forces to their Eion-pair values that clearly influence
their thermodynamic and transport properties.81 The theoreti-
cal studies by Bernard et al. have illustrated that the ratio of the
total ion-pair-binding energy and its dispersion energy compo-
nent correlates well with the melting point of the IL.3 The
Eion-pair values for the IM+� � �(C60X)� complexes are significantly
lower in magnitude than those observed for the ion-pairs of
imidazolium-based ILs reported in the literature, viz., �80.6,
�87.3, �96.3, and �96.9 kcal mol�1 for [EMIm]+[trz]�,
[EMIm]+[dc]�, [EMIm]+[dtrz]�, and [EMIm]+[NH2tz]�, respec-
tively.82 The lower Eion-pair values observed for IM+� � �(C60 X)�

and the significant dispersion contribution to the interaction
suggest that these ion-pairs are expected to result in the
formation of one of the lowest melting-point categories of
ILs.3,81

Conclusions

DFT analysis of the reaction between C60 and IMX, studied at
the M06L/6-311++G(d,p)//M06L/6-31G(d,p) level showed the
facile formation of the IM+� � �(C60X)� ion-pair for X = H, F,
OH, CN, NH2, and NO2. The reaction showed an exothermic
character for X = H, CN, and NH2, while X = F, OH, and NO2

showed an endothermic character. Moreover, among all the
reactions studied, a high exergonic nature was observed for
X = CN. The energetics of the reaction strongly support the
possibility of the development of X-fulleride-based
IM+� � �(C60X)� ion-pair systems. These systems were character-
ized by significantly lower Eion-pair values compared with those
of the ion-pairs of known ionic liquids.82 For X = Cl and Br,
fulleride formation was not observed as the system remained in
the non-covalent state (IM+� � �X�)� � �C60. The benchmark study
using different DFT methods, viz. wB97XD, BP86-D3, M06-2X,
B3LYP-D3, and B3LYP, showed that the results derived using
the M06L method are reliable. MESP analysis of all the (C60X)�

complexes showed that the excess electron in the system is no
longer concentrated on X but is distributed almost evenly over
the whole carbon cage. This analysis also supports that the
anionic character on X is transferred to the whole fullerene
cage, and the X-fulleride system (C60X)� will behave as a large
anion. Unlike the (C60

��) anion, the closed-shell system (C60X)�

is expected to be stable for the development of novel ILs.
Furthermore, the anionic nature of the carbon cage is found
to be increasing with an increase in the strength of the C–X
covalent bonding interaction. This bonding assures that the
p-space of the unsaturated 59 carbon atoms is defined by sixty
electrons.

The identification of many local minimum structures within a
narrow energy range for the IM+� � �(C60X)� ion-pair indicates a
slippery potential energy surface for the system, which also supports
that these large spherical anions are useful for the development of
highly viscous ILs.8,83 As per the study by Bernard et al., the low
magnitude of the Eion-pair and its high dispersion contribution
propose the formation of low-melting-point ILs for imidazolium-
based X-fulleride IM+� � �(C60X)� systems. We predict that these ILs
will show properties that are suitable for designing novel lubricants,
halogen-free green ILs and low-melting-temperature materials for
space applications.84–88
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Abstract

The (C60CN)� formed by the reaction of CN� with fullerene shows high electron rich

character, very similar to C60˙�, and it behaves as a large anion. Similar to Cp�, the

bulky anion, (C60CN)�, acts as a strong η5 ligand towards transition metal centers.

Previous studies on η5 coordination of fullerene cage are reported for pseudo fuller-

enes whereas the present study deals with sandwich complexes of (C60CN)� with

Fe(II), Ru(II), Cr(II), Mo(II), and Ni(II) and multi-decker sandwich complexes of CN–

fullerides with Fe(II). The structural parameters of these complexes and the

corresponding Cp� complexes showed very close resemblance. Analysis of the

metal-to-carbon bonding molecular orbitals showed that sandwich complex [Fe(η5-

(C60CN)�)2] exhibit bonding features very similar to that of ferrocene. Also, a 6-fold

decrease in the band gap energy is observed for [Fe(η5-(C60CN)�)2] compared to fer-

rocene. The energy of dissociation (ΔE) of the ligand (C60CN)� from [Fe(η5-

(C60CN)�)2] is slightly lower than the ΔE of a Cp* ligand from a ferrocene derivative

wherein each cyclopentadienyl unit is substituted with four tertiary butyl groups. The

(C60CN)� ligand behaved as one of the bulkiest ligands in the chemistry of sandwich

complexes. Further, the coordinating ability of the dianion, (C60(CN)2)
2� is evaluated

which showed strong coordination ability simultaneously with two metal centers

leading to the formation of multi-decker sandwich and pearl-necklace type polymeric

structures.

K E YWORD S

anionic fullerides, DFT calculations, multi-decker sandwich complexes, polymeric sandwich
complexes, sandwich complexes, η5 coordination

1 | INTRODUCTION

Independent researches by Pauson and Kealy and by Miller and co-

workers led to the accidental discovery of the biscyclopentadienyl

complex of iron, [Fe(C5H5)2], called ferrocene,1,2 which established

the concept of pπ–dπ complexes.3 The electronic structure of ferro-

cene was solved independently by Fischer4 and Woodward and Wil-

kinson5,6 as a 6d-electron Fe(II) atom sandwiched between a pair of

6π-electron aromatic pentagonal carbon arrays (cyclopentadienyl

anion = Cp�).7 The X-ray crystallography by Eiland and Pepinski con-

firmed the sandwich-type configuration of ferrocene.8 Later Dunitz

and Orgel explained the high stability of ferrocene with molecular

orbital theory.9 This discovery of ferrocene opened up a completely

new gateway to the organometallic chemistry of sandwich complexes,

commonly known as metallocenes.10–12 The applications of

metallocenes are based on their behavior as reducing agents, antioxi-

dants, and as excellent organic carriers of iron in high concentration

and are also used as a catalyst for various organic reactions.13

The tuning of the properties of sandwich complexes is achieved

through modifying the Cp� ligand by different alkyl substitution

resulting to the synthesis of various bulky sandwich complexes.14–16

Further, the five membered ring of a fullerene cage has been
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considered as a replacement for Cp� ligand for developing new set of

sandwich complexes. Ravinder and Subramanian reported a DFT

study on the structure and stability of fullerene based endohedral

sandwich complexes.17 Previous theoretical studies predicted the for-

mation of Cp-type π-complexes of fullerene derivatives, for example,

the fullerene analogue of ferrocene, bis(η5-fullerenyl-R5)Fe.
18–22 Here

“R” substituted five α-carbon centers around the five-membered ring

were saturated which created pure Cp� character and such modified

fullerene derivatives are known as “pseudo fullerenes.”23 Nakamura

group gave an experimental validation for the existence of ferrocene-

type singlet ground state configurations of η5-pseudo fullerene

complexes of Fe(II), Ru(II).24–29 They also synthesized group 6 metal

complexes of the η5-pentamethyl[60]fullerene.30 Muhammad et al.31

theoretically studied the diradical character and nonlinear optical

properties of buckyferrocenes by suitably modifying the pseudo

fullerene fragments.

All the studies on sandwich complexes developed with fullerene

derivatives have utilized a five-membered ring surrounded with satu-

rated carbon centers for η5 coordination whereas a ferrocene ana-

logue of fullerene C60 is not yet reported. Although C60 is capable of

forming compounds in various coordination forms such as η2, η3, η4,

η5, and η6, most of the experimental studies were focused on the η2

mode of coordination towards the metal. Owing to the conjugated

π-electron cloud, a simple η5 coordination from five-membered ring or

η6 coordination from six-membered ring appeared difficult which can

be attributed to the electron deficient character of the fullerene cage.

The unique properties of fullerene such as low reduction potentials

and strong electron acceptor nature make it a potential source of new

materials or chemotherapeutic agents.32–37 This has instigated several

theoretical38–44 and experimental45–47 studies on endohedral39,48–50

as well as exohedral51–54 modifications on the fullerene cage to gen-

erate the new materials of interest.55–58

Shortly after the bulk synthesis of C60, different kinds of fullerene

polymers have been synthesized, including the so-called “pearl neck-
lace”, or main-chain, structures, in which the fullerene molecules are

joined together with short bridging groups, and the “charm bracelet”,
or side-chain, polymers, where the fullerenes dangle from the back-

bone of existing polymers.59–61 Organometallic C60 polymers was an

area of significant interest and in 1992 Nagashima and co-workers

synthesized the first example of such a polymer with pearl-necklace

structure.62,63 Recently, Leng et al.64 have reported spontaneously

self-assembled -C60-Ru-C60- polymeric chains as spherical particles.

Their DFT calculations showed that the metal Ru exhibited the η2

to η6 modes of coordination with the C60 and the stable configuration

was observed to possess the η2 mode of coordination and a

stabilization of 86 kcal/mol was observed for C60-Ru-C60. Organome-

tallic C60 polymers may have potential applications in catalysis,63

electrochemistry,65 and other areas.66 The extended sandwich struc-

tures (triple-deckers, tetra-deckers, etc.) containing d-transition metals

are well established and literature also gives reports on the multi-

decker sandwich complexes of f-elements with sterically demanding

ligands.67–69 However, such multi-decker sandwich complexes con-

taining fulleride ligands are not reported yet.

Recently, in a study using the M06L/6-311++G(d,p)//M06L/6-

31G(d,p) level of DFT, we have shown that both endohedral and

exohedral chloro-fullerides act as an η5 ligand similar to Cp� with cat-

ionic transition metal fragments.70 This study also revealed that in

comparison to the simple C60, the chloro-fullerides act as bulky

anionic ligands in η5 or η6 mode of coordination. The binding energy

observed for the complexes of chloro-fullerides (110–160 kcal/mol)

was twice than that of the complexes formed by C60 (50–90 kcal/

mol). The encapsulation of an anion in the fullerene cage is very diffi-

cult to accomplish while the exohedral modification of fullerene cage

has been found to be a possible way to obtain the anionic fullerene

derivatives. Very recently, DFT studies predicted the exothermic for-

mation of anionic exohedral fullerides (X-fullerides, X = H, F, OH, CN,

NH2, and NO2) from C60 and an X-substituted imidazolium (IMX) com-

pound.71 The X-fullerides showed the delocalised distribution of the

extra electron on the fullerene cage. As a result, compared to fuller-

ene, the C60 cage of fulleride showed high electron rich character very

similar to C60 anion. Further, the proposed mechanism of formation

IM+(C60X)
� ion-pairs from C60 and 1,3-dimethyl-2X-imidazole (IMX)

supported the formation of low melting imidazolium-fulleride ionic liq-

uids. Among the different reactions, the formation of IM+(C60CN)�

was the most exergonic. Considering the electron rich character of

the X-fullerides, here we explore the η5 coordination tendency of

them towards the formation of sandwich complexes. The (C60CN)� is

selected as the η5 ligand for different transition metals viz. Fe, Ru, Cr,

Mo, and Ni. Further, (C60(CN)2)
2� dianion species is considered for

developing extended structures of fulleride-sandwich complexes.

2 | COMPUTATIONAL METHODS

All calculations have been carried out at the M06L/6-311++G

(d,p)//M06L/6-31G(d,p) level of density functional theory72–74 using

the Gaussian16 suite of programs.75 M06L functional has been

suggested as the best method in overall performance for organome-

tallic, and noncovalent interactions.72 Previous extensive benchmark

study by Remya and Suresh showed that M06L method is a robust

method for calculating the structure and energetics of even very

weakly interacting complexes with accuracy close to CCSD.76

Recently our group has benchmarked the accuracy of the method

for Grimme's dispersion correction77,78 in calculating the interaction

energy of anionic fullerene systems.79 The vibrational frequency

analysis has been done to confirm the optimized geometries as

the true energy minima. The energy required to dissociate one of

the ligands from the sandwich complex (ΔE) is calculated using the

supermolecule approach.

ΔE¼ E3� E1þE2ð Þ ð1Þ

where, E1, E2, and E3 stand for the zero-point energy (ZPE)-corrected

energy of the organometallic fragment, (C60CN)� and sandwich com-

plex, respectively. Here the ZPE-correction obtained from

M06L/6-31G(d,p) level is added to the single point energy calculated
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at M06L/6-311++G(d,p) level. The free energy change (ΔG) associ-

ated with the reaction is also calculated in a similar fashion.

ΔG¼G3� G1þG2ð Þ ð2Þ

where, G1, G2, and G3 stand for corrected free energy of

the organometallic fragment, (C60CN)� and sandwich complex,

respectively.

Molecular electrostatic potential (MESP) analysis has been widely

used to quantitatively asses the electron rich/deficient features, charge

transfer character, nucleophilic and electrophilic reactivity, substituent

effect, and so forth of molecules.80–84 Anionic systems show high nega-

tive MESP values and they always exhibit a directional negative valued

minimum along any arbitrary direction.85,86 MESP topology analysis is

performed on ligands and complexes to locate their most negative-

valued point, a (3, +3) critical point, also known as Vmin.
84

Bader's quantum theory of atoms in molecules (QTAIM) analysis,

based on the electron density (ρ) distribution is carried out by locating

(3, �1) bond critical points (BCPs) between interacting atoms using

AIMAll package.87–89 Atom–atom interactions could be characterized as

covalent or noncovalent, based on the electron densities at the respec-

tive BCPs (ρb) as well as from the sign of the corresponding Laplacian

(r2ρ). Further, natural bond orbitals (NBO) analysis, as implemented in

Gaussian 16 is used for understanding the charge transfer from ligand to

metal center.90,91 NBO attempts to connect the numerical content of

wave function with concepts of bonding theory.92

3 | RESULTS AND DISCUSSIONS

Figure 1 shows the optimized geometries of the sandwich complexes

of Fe(II) viz. [Fe(η5-Cp)2], [Fe(η5-C5(t-Bu3)2], [Fe(η5-(C60CN)�)(η5-Cp)]

and [Fe(η5-(C60CN)�)2] which are labeled as 1, 2, 3, and 4, respectively

with the shortest Fe–C distance (d1) and longest Fe–C distance (d2)

with each ligand in Å. The stable conformation of the ferrocene mole-

cule has the Cp� rings in the eclipsed configuration93 with the average

Fe–C bond length of 2.01 Å and a distance of 1.60 Å is observed

between the Fe atom and center of the Cp� ring (d3) which are in

agreement with the experimental values.94,95 In the [Fe(η5-C5(t-

Bu)3)2] complex, three H atoms on each Cp� ring is substituted with

bulky tertiary butyl (t-Bu) groups. This bulky ferrocene derivative has

d3 1.65 Å which is comparable with the experimental observation.96

This increase in the Fe–C bond length and Fe–Cp� distance (d3) is due

to steric influence from the bulky substituents on the Cp ring. The

replacement of one of the Cp� with (C60CN)� gives the hybrid com-

plex 3, with d3 1.59 Å towards Cp� ligand, is very similar to that of

the ferrocene molecule while d3 1.65 Å towards the fulleride indicates

that this ligand is bulkier than the C5(t-Bu)3) ligand. As observed in the

case of the ferrocene, the pentagonal ring of the (C60CN)� unit is in

eclipsed conformation with the Cp� ligand. Replacement of both the

Cp� rings with two (C60CN)� units gives the complex 4, with d3

1.66 Å. These results confirm that the sandwich complexes of

(C60CN)� with Fe(II) is analogues to ferrocene.

The energy required to dissociate one of the Cp� ligands (ΔE)

from complex 1 is �237.9 kcal/mol whereas the same observed for

the C5(t-Bu)3 ligand is �192.8 kcal/mol (Figure 1). The ΔE for the

(C60CN)� ligand in the complexes 3 and 4 is �151.8 and �145.8 kcal/

mol, respectively. The lower range of ΔE for the fulleride complexes

can be attributed to the bulky nature of the fulleride ligand; in fact,

the data support it as one of the bulkiest ligands in organometallic

chemistry. Hence we also studied the ferrocene derivative of tetra

substituted Cp� ligand, 5, [Fe(η5-C5(t-Bu)4)2]. A penta-substitution on

the Cp� ring with t-Bu appears was not possible due to spatial con-

gestions from several methyl groups. Though the structural parame-

ters of complex 5 is not available in the literature, the DFT study has

shown that the d3 is 1.69 Å and the ΔE �159.7 kcal/mol is very close

to that of the complexes 3 and 4.

We also studied the η6 coordination of the (C60CN)� ligand in the

complex 3 and 4 (Figure S3 and Table S5). The slightly inferior ΔE

values �137.1 and �130.0 kcal/mol, respectively for the complex

3 and 4 in η6 coordination clearly illustrates the preference for the η5

coordination in sandwich complexes.

3.1 | MESP analysis

The electron rich sites characterized by (3, +3) critical points are often

referred as MESP minimum, Vmin (Table S3). Figure 2 gives the MESP

plots and Vmin values of the ligands Cp�, (C5(t-Bu)3)
�, (C60CN)�, and

F IGURE 1 Optimized geometries of the sandwich complexes
with their bond lengths in Å unit at M06L/6-31G(d,p) level. The ligand
dissociation energy ΔE of these complexes, at M06L/6-311++G
(d,p)//M06L/6-31G(d,p) level, is also depicted in kcal/mol

ANILA AND SURESH 3



their sandwich complexes viz. 1, 2, 3, and 4. Both Cp� ligand and

(C5(t-Bu)3)
� show high negative Vmin (intense blue region) over the

five-membered ring whereas (C60CN)� shows lower magnitude for

Vmin which can be attributed to the delocalization of the extra elec-

tron over the 59 sp2 hybridized carbon centers. The electron delocali-

zation feature is also displayed using the minimum value of MESP that

engulfs the whole anion (Figure S6).85 Up on coordination with the

metal center, a drastic reduction in the magnitude of negative MESP

occurs for both Cp� and (C5(t-Bu)3)
� in the corresponding

metallocenes while (C60CN)� show only positive potential (except for

the lone pair region of CN unit). The observed change in MESP can be

attributed to the strong electron donating η5-coordination of the

ligands with the metal center which leads to charge transfer from the

ligand to the metal. The five-membered ring adjacent to the CN sub-

stitution is identified as the most strongly coordinating η5-region due

to the appearance of the highest negative MESP features over there.

The NBO natural charge observed for Fe(II) center is �0.52,

�0.42, �0.40, �0.29 and �0.28 for 1, 2, 3, 4, and 5, respectively

(Table S4). This data suggests that the charge transfer is maximum in

ferrocene while both fulleride-sandwich complex 4 and the highly

substituted ferrocene derivative 5 show similar but diminished charge

transfer features which can be attributed to the high steric effect in

both the cases.

3.2 | Molecular orbital analysis

A few important bonding molecular orbitals (MOs) of the sandwich

compounds, ferrocene and 4, are given in Figure 3. The MO dia-

gram shows the significant “d”-orbital nature of the typical doubly

degenerate HOMO (HOMOa and HOMOb) for ferrocene. The

HOMO-2 orbital also shows high “d” orbital character with

minimum interactions from the Cp� ligands. Significant overlap

between Cp� orbitals is seen in the degenerate HOMO-3a and

HOMO-3b and they represent the pπ-pπ interactions in ferrocene.

The degenerate HOMO-5a and HOMO-5b represent the dπ–pπ

interactions between metal and ligand orbitals.

In comparison with ferrocene, a similar case of bonding scenario

is observed in complex 4 as well, but the energy levels show signifi-

cant variations which can be attributed to the bulky nature and

lower symmetry of the (C60CN)�) than Cp� ligand. The HOMO of

4 has high metal “d” orbital character and it resembles to the

HOMO-2 of ferrocene. This MO is more stabilized in 4 than ferro-

cene. The HOMO-2 and HOMO-6 of 4 are similar to the degenerate

HOMOa and HOMOb of ferrocene and are more stabilized in 4. The

orbitals HOMO-7, HOMO-8, HOMO-9, and HOMO-10 are analo-

gous to HOMO-3a, HOMO-3b, HOMO-5a, and H-5b of ferrocene,

respectively. Though the bonding features appear to be similar in

these four MOs, they are slightly destabilized in comparison with

that of ferrocene. The LUMO of ferrocene is at 0.95 eV which makes

the HOMO–LUMO band gap at 3.54 eV. In complex 4, LUMO

appears at �4.71 eV which indicates high stabilization, resulting to a

very low band gap 0.55 eV. The lower band gap exhibited by

fulleride sandwich complex than ferrocene can be attributed the

weaker interactions between the ligands arising from their steric

effects.22 Compared to ferrocene, 2 and 5 also show lower band

gap, 3.09 and 2.54 eV, respectively.

3.3 | QTAIM analysis

The nature of coordination of fulleride with metal is confirmed from

the QTAIM BCP analysis (Figure S1). The BCPs of the Fe–C bonding

interactions show positive Laplacian of electron density (r2ρ) values

F IGURE 2 MESP of ligands and
complexes plotted on isodensity surface
0.005 au, at M06L/6-311++G(d,p)//
M06L/6-31G(d,p) level DFT. MESP value
at a (3, +3) critical point, Vmin is also
depicted. MESP, molecular electrostatic
potential
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while negative values are observed for total electron energy density

(H) (Table S2). Thus these interactions can be considered as closed

shell interactions with partial covalent nature.97

Previous studies analyzed the bonding in ferrocene and diffe-

rent derivatives of it for understanding the contributions of

electrostatic.

and covalent interactions.93,98,99 Frenking et al. showed that the

Fe–C bonding interactions in ferrocene is from 53% to 58% electro-

static attraction and the rest is from covalent interactions. The r2ρ

plots in Figure 4 and also those given in Figure S2 show that the Fe–C

bonding interactions in both ferrocene and fulleride-sandwich com-

plexes are very similar. The red to blue variation in r2ρ plot indicates

the noncovalent to covalent changes in the bonding interactions. As

observed from the ρ and r2ρ values, the strength of the Fe–C

bonding interactions in complex 4 is slightly weaker than that of 1

(Figure 4 and Figure S2), which is reflected in the more intense red

region in the r2ρ plot of 1 than 4. Also the H values show the most

negative character in the complex 1, and it decreases in the order 1, 2,

3, 5, and 4. Hence, compared to ferrocene a reduced degree of cova-

lent character is expected in the case of fulleride-sandwich complex 4,

which can be attributed to the high steric effects from the fulleride

ligand.

F IGURE 3 Molecular orbital correlation diagram for ferrocene (left, isosurface = 0.04 au) and complex 4 (isosurface = 0.015 au),
at M06L/6-311++G(d,p)//M06L/6-31G(d,p) level DFT

F IGURE 4 r2ρ values plotted on a plane passing through one of
the Fe–C bond for complexes 1 and 4. The BCP for the Fe–C bonding
is indicated with ρ (black), r2ρ (red) and H (blue) values in au. BCP,
bond critical point
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3.4 | Sandwich complexes of other metals

Similar to ferrocene, Ru(II) also gives the stable 18 electron sandwich

complex Ru(η5-(C60CN)�)2 (Figure 5) with an average Ru–C bond

length 2.24 Å which is higher than the corresponding value 2.19 Å

in ruthenocene (Figure S4 and Table S6).100 For Cr(II) and Mo(II),

the sandwich complexes exhibit 16-electron configuration with

average metal-carbon distance 2.16 and 2.32 Å, respectively which

agree well with the corresponding experimental values of their Cp�

complex.101,102 Experimental studies show that Cp� complexes of

Mo(II) often undergoes either further coordination with additional

two ligands (Cl� or H�) or dimerizes to a stable 18-electron configura-

tion. Here the bulky fulleride ligands may prevent the metal centers

from further coordination to yield the 16-electron complex. In the

case of Ni(II), the [Ni(η5-(C60CN)�)2] complex has 20-electron configu-

ration with average Ni–C distance 2.16 Å which is in good agreement

with the corresponding Cp� complex.103

The energy required to dissociate of one (C60CN)�) ligand from

the sandwich complex (ΔE) is calculated for each case (Figure 5 and

Table S1).The ΔE of [Ru(η5-(C60CN)�)2] is found to be �135.7 kcal/

mol which is 10 kcal/mol lower than that of Fe-complex 4. The

decrease in the magnitude of ΔE can be attributed to the slightly infe-

rior Ru–C interactions owing to the larger size of the Ru atom. Simi-

larly, the ΔE value of Cr(II) complex is higher in magnitude than that of

Mo(II) by about 6 kcal/mol. The 20-electron fulleride-sandwich com-

plex, [Ni(η5-(C60CN)�)2] has ΔE �126.3 kcal/mol, which indicates that

Ni–C interactions are slightly weaker than those in 16- and

18-electron complexes. Similar to the Fe(II) complexes, these com-

plexes also prefer the η5 coordination mode over the η6. For instance

Cr(η5-(C60CN)�)2 is more stable than the corresponding η6 complex by

11.1 kcal/mol (Figure S5).

3.5 | Multi-decker sandwich complexes

The exohedral addition of two CN� to the fullerene cage can create a

dianion ((C60(CN)2)
2�). The energetics of the reaction of two mole-

cules of 1,3-dimethyl-2,3-dihydro-2-cyano-imidazole (IMCN) and C60

F IGURE 5 Optimized geometries of the sandwich complexes of Ru(II), Cr(II), Mo(II), and Ni(II) with the shortest metal C bond length in Å unit
at M06L/6-31G(d,p) level. The ΔE values at M06L/6-311++G(d,p)//M06L/6-31G(d,p) level are also depicted in kcal/mol

SCHEME 1 Reaction of C60 with IMCN to give dianionic fulleride
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(Scheme 1) suggests that formation of the imidazolium complex of

the dianionic fulleride (C60(CN)2)
2� is exothermic by 23.3 kcal/mol

and the corresponding free energy change (ΔG) is 0.7 kcal/mol. The

dianionic character of (C60(CN)2)
2� suggests the utilization of two

pentagonal units for making η5 coordination with metal centers.

Moreover, large number of such fullerides may assemble in presence

of cationic metal centers to form polymeric metallocenes. Recent

report by Leng et al. on the formation of nanoclusters of C60 in pres-

ence of Ru and their DFT modeling of one-dimensional -C60-Ru-C60-

and other bulk structures suggested favorable η2 type interactions

between metal center and C60. Here we modeled five polymeric

structures, viz. 6, 7, 8, 9, and 10 (Figure 6) wherein multiple

Fe(II) centers exist in ferrocene-type sandwich configuration with

Cp units of fulleride cage. The 6 and 8 are made by two (C60CN)� and

one (C60(CN)2)
2�, 7 and 9 are made by two (C60CN)� and two

(C60(CN)2)
2� while 10, a cyclic sandwich polymeric structure is made

with six (C60(CN)2)
2� units.

Further, the strength of the η5 coordination in the multi-decker

sandwich/polymeric complexes is analyzed by dissociating them into

Fe(II) and the corresponding fullerides. The dissociation scheme of

each complex is given in Table 1. In each case, the total energy of

dissociation (ΔEtotal), the free energy change (ΔGtotal) and the disso-

ciation energy per Fe(II) (ΔE/Fe(II)) are calculated (Table 1). Ferrocene

has the highest magnitude for ΔE/Fe(II), �735.4 kcal/mol. The tertiary

F IGURE 6 Optimized geometry of sandwich fulleride polymer complexes of Fe(II) at M06L/6-31G(d,p) level

TABLE 1 The dissociation pattern in
each sandwich complex, the total energy
of dissociation (ΔEtotal), the dissociation
energy per Fe(II) (ΔE/Fe(II)) and the free
energy change (ΔGtotal)

Complex Dissociation ΔEtotal ΔE/Fe(II) ΔGtotal

1 Fe2+ + 2Cp� �735.4 �735.4 �224.9

2 Fe2+ + 2(C5(t-Bu)3)
� �711.5 �711.5 �176.8

3 Fe2+ + Cp� + (C60CN)� �649.3 �649.3 �138.4

4 Fe2+ + 2(C60CN)� �556.7 �556.7 �132.2

5 Fe2+ + 2(C5(t-Bu)4)
� �683.3 �683.3 �140.1

6 2Fe2+ + 2(C60CN)� + (C60(CN)2)
2� �1174.9 �587.5 �174.9

7 3Fe2+ + 2(C60CN)� + 2(C60(CN)2)
2� �1792.9 �597.6 �189.7

8 2Fe2+ + 2(C60CN)� + (C60(CN)2)
2� �1161.5 �580.8 �168.8

9 3Fe2+ + 2(C60CN)� + 2(C60(CN)2)
2� �1768.6 �589.5 �182.0

10 6Fe2+ + 6(C60(CN)2)
2� �3635.5 �605.9 �594.0

Note: Value in kcal/mol at M06L/6-311++G(d,p)//M06L/6-31G(d,p) level DFT.
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butyl (t-Bu) substituted derivatives 2 and 5 have lower magnitude

of ΔE/Fe(II) than ferrocene and the value further decreases in

complex 4. The linear pearl-necklace type polymer 6 and 7 have ΔE/Fe(II)
�587.5 and �597.6 kcal/mol, which are better than the sandwich

complex [Fe(η5-(C60CN)�)2], 4. Compared to the multi-decker linear

sandwich complexes 6 and 7, their corresponding angular isomers

8 and 9 show slightly lower ΔE/Fe(II). Further, ΔE/Fe(II) shows better

values when moving from normal sandwich to triple-decker to tetra-

decker systems. The complex 10 is a cyclic hexamer structure, similar

to a closed pearl-necklace polymer, composed of six Fe(II) and six

units of (C60(CN)2)
2�. The complete fragmentation of the polymer to

constituent units gives ΔE/Fe(II) �303.0 kcal/mol indicating that dia-

nionic fulleride has higher coordination ability than the anionic

fullerides. On the free energy scale, all the reactions given in Table 1

appear exergonic in nature. Despite the decreased entropy factor, the

hexamer 10 formation from dianionic fullerides appears highly feasible

in terms of both ΔE and ΔG terms. Also the trend in ΔE/Fe(II) shows

that the energetics is better for the formation of the higher order

structures 7 and 9 than 6 and 8, respectively.

4 | CONCLUSIONS

Similar to ferrocene, the η5 coordinated sandwich complexes have

been observed for the metals Fe(II), Ru(II), Cr(II), Mo(II), and

Ni(II) with the (C60CN)� ligand. The structural parameters of these

fulleride sandwich complexes are comparable to those of the

corresponding Cp� sandwich complexes. The η5 coordination mode

of (C60CN)� is preferred over η6 coordination. The MESP analysis

showed the delocalized anionic nature of the ligand (C60CN)�. Fur-

ther, upon coordination with the metal center, a drastic decrease in

the negative character of the MESP is observed in the complex

which indicated strong η5 mode of coordination of the ligand.

The MO analysis has shown that the η5 Fe–C bonding features of

[Fe(η5-(C60CN)�)2] is very similar to that of ferrocene. The similarity

in the metal–ligand bonding as well as the covalent-noncovalent

nature of the Fe–C bonding interactions is further confirmed from

the QTAIM analysis.

The coordination ability of dianionic fulleride, (C60(CN)2)
2� with

metal centers is better than the anionic fullerides. Also (C60(CN)2)
2�

can simultaneously utilize two of its five-membered rings to

develop η5 coordination with metal centers which lead to the for-

mation of multi-decker sandwich complexes and pearl-necklace

type polymers. The growth patterns of the complexes in both linear

and bent directions as well as formation of cyclic structures are

found to be energetically feasible. The analysis of ΔE/Fe(ll) values of

each multi-decker system has shown that the energetics is favor-

able for the formation of polymeric structures. The highest magni-

tude of ΔE/Fe(II) is observed for the closed pearl-necklace structure

composed of dianionic fulleride and Fe(II) centers. These results

clearly suggest that CN–fullerides are very bulky and versatile η5

ligands which can be utilized for the development of hitherto

unknown multi-decker sandwich and pearl-necklace type polymeric

structures.
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ABSTRACT: Chemical bond territory is rich with covalently bonded molecules
wherein a strong bond is formed by equal or unequal sharing of a quantum of
electrons. The noncovalent version of the bonding scenarios expands the
chemical bonding territory to a weak domain wherein the interplay of
electrostatic and π-effects, dipole−dipole, dipole−induced dipole, and induced
dipole−induced dipole interactions, and hydrophobic effects occur. Here we
study both the covalent and noncovalent interactive behavior of cyclic and
acyclic imine-based functional molecules (XN) with CO2. All parent XN systems
preferred the formation of noncovalent (nc) complex XN···CO2, while more
saturated such systems (XN′) produced both nc and covalent (c) complexes
XN′+−(CO2)−. In all such cases, crossover from an nc to c complex is clearly
demarcated with the identification of a transition state (ts). The complexes
XN′···CO2 and XN′+−(CO2)− are bond stretch isomers, and they define the
weak and strong bonding territories, respectively, while the ts appears as the demarcation point of the two territories. Cluster
formation of XN with CO2 reinforces the interaction between them, and all become covalent clusters of general formula (XN+−
(CO2)−)n. The positive cooperativity associated with the NH···OC hydrogen bond formation between any two XN′+−(CO2)− units
strengthened the N−C coordinate covalent bond and led to massive stabilization of the cluster. For instance, the stabilizing
interaction between the XN unit with CO2 is increased from 2−7 kcal/mol range in a monomer complex to 14−31 kcal/mol range
for the octamer cluster (XN′+−(CO2)−)8. The cooperativity effect compensates for the large reduction in the entropy of cluster
formation. Several imine systems showed the exergonic formation of the cluster and are predicted as potential candidates for CO2
capture and conversion.

■ INTRODUCTION
The chemical bond is regarded as one of the fundamental
territories of chemistry, populated by a large variety of covalent
(nonpolar), ionic (polar), and metallic bonds.1 Advanced
quantum mechanical studies have led to electron density (ρ)-
based descriptions of bonding between pairs of atoms, while
new bonding features unearthed from such studies provided
accurate interpretations of structure and reactivity of molecules
and materials. According to IUPAC, a covalent bond refers to
the region of relatively high electron density between nuclei,
which arises at least partly from sharing of electrons and gives
rise to an attractive force and characteristic internuclear
distance.2 A more sophisticated view suggests that covalent
bonding involves synergism between several interactions,
including the intricate interplay of interatomic and intra-
atomic interactions. Electrostatic attraction, exchange (Pauli)
repulsion, and further factors contribute to the intricate
combination that yields a chemical bond.3 A covalent bonding
interaction in the purest form is proposed in the case of
homonuclear diatomic species, while a degree of polarization in
the bond may develop when heteroatoms are involved, which

gives some ionic bond characteristics. The covalent bond
energy typically ranges from 40 to 100 kcal/mol for the single
bonds involving main block elements such as B, C, N, O, etc.
The energy decomposition analysis (EDA)1,4 and natural bond
orbital (NBO)5,6 analysis are powerful theoretical tools for the
study of bonding situations. The EDA studies by Frenking et
al. have contributed immensely to the understanding and
explaining of the chemical bond in terms of quasiclassical
electrostatic interactions, Pauli repulsion, and attractive orbital
interactions.7−15

Although the covalent bond is intimately connected with
equal or unequal sharing of a quantum of electrons, the
noncovalent version of the bonding scenarios arises often in
molecular assemblies.16 Such interactions refer to almost any
interaction weaker than a covalent bond, typically less than 15
kcal/mol. The chemical bonding landscape expands greatly
with the advent of noncovalent interactions such as electro-
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static (ionic, hydrogen, and halogen bonds), π-effects (π−π
interactions and cation-π and anion-π interactions), van der
Waals forces (dipole−dipole interactions, dipole−induced
dipole interactions, and induced dipole−induced dipole
interactions), and hydrophobic effects.17 One of the most
thoroughly studied noncovalent interactions is the hydrogen

bond.18−21 As per the IUPAC definition, the form of
association between an electronegative atom and a hydrogen
atom attached to a second, relatively electronegative atom is
considered as the hydrogen bond.2,22 Though the concept of
bond energy seems to be one means of making the distinction
between covalent and noncovalent bonds, unfortunately, things

Figure 1. Geometry parameters of optimized (XN)(CO2) complexes in the nc (blue) and c (red) bond regimes. Distances in angstroms and angles
in degrees.
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are not always very straightforward. There are a number of
different interactions with bond energies in the standard
noncovalent range, but through a systematic strengthening of
the interactions, for instance, via appropriate modifications of
substituents, they can advance into the energy range normally
reserved for covalent bonds. Jemmis et al. explained the
possible formation of a relatively “strong bond” without much
covalent bonding character via the example of the halogen
bond that shortens and strengthens the bridge bond of
[1.1.1]propellane and the open form of [2.2.2]propellane.23

Very recently Dereka et al. illustrated the crossover of the
hydrogen bonding into covalent bonding interaction in terms
of the H···F/H−F interactions in bifluoride anion [F−H−
F]−.24 Also recently Scheiner et al. observed that slight
modifications in the electronic environment of the substrate
can lead to strengthening of the tetrel bonding interactions.25

Though these studies suggest the possibility of crossover of
interacting molecular systems from noncovalent to covalent
bonding territory, a clear demarcation of the bonding
territories is yet to be established.

Bader’s quantum theory of atoms in molecules (QTAIM)
topology analysis of electron density (ρ) has been effectively
used for the interpretation of both the covalent and
noncovalent bonding interactions.26−29 In the Bader analysis,
atom−atom interactions are distinguished as covalent and
noncovalent based on the minimum value of ρ on bond paths
(bond critical point (bcp)) as well as from the sign of the
corresponding Laplacian (∇2ρ). According to Koch and
Popelier,30,31 for a noncovalent interaction, ρ at the bcp (ρb)
falls in the range of 0.002−0.040 au, and ∇2ρb is positive,
typically in the range of 0.024−0.139 au. Although negative
∇2ρb values generally indicate covalent interactions, there are
exceptions to this, such as the charge-shift bonds proposed by
Shaik et al.32,33

A recent DFT M06-2X/6-311++G** study on the
interactive behavior of CO2 with guanidine (G) has shown
that noncovalently interacting G···CO2 can transform to a
strongly interacting G-CO2 covalent complex under the
influence of multiple G and CO2 units.34 The fivefold increase
in binding energy observed in the (G-CO2)8 cluster was
attributed to large cooperativity associated with the (G+)-
(CO2

−) zwitterion nature of G-CO2. The reinforcement of the
interaction observed for the guanidine-carbon dioxide system
from weak noncovalent to strong covalent nature has inspired
us to perform the present research. Here we examine the
noncovalent-covalent transformation behavior as a general
phenomenon in the chemical bond territory and also locate the
crossover point for such transformations. The boundary
crossing occurs with a slight variation in the electronic
structure through the promotion of positive cooperativity in
the interactions.

■ COMPUTATIONAL METHODS
The M06-2X/6-311++G**, a robust density functional theory
(DFT) method for modeling intermolecular noncovalent
interactions, as implemented in the Gaussian 16 suite of
programs, is used for locating all minimum energy (XN)(CO2)
structures and transition state (ts) geometries (XN corre-
sponds to an N-heterocyclic or N-rich acyclic molecule
containing at least one imine functionality).34−36 The zero-
point energy (ZPE)-corrected binding energy (Eb) between
XN and CO2 is calculated using the supermolecule approach
given in eq 1

E E E E Eb (XN)(CO2) XN CO2 bsse= + (1)

where Ebsse corresponds to the basis set superposition
error37−40 as per the counterpoise (CP) approach of Boys
and Bernardi.41,42 Similarly the free energy change (ΔG) and
enthalpy change (ΔH) at standard temperature and pressure
(STP) associated with the complex formation are also
computed using supermolecule approach. The deformation
energy (Edef) for the XN−CO2 interaction is calculated as

E E E

E E E E( ) ( )
def def XN def CO2

XN XN CO2 CO2

= +
= +* * (2)

where EXN* and ECO2* are the energies of the deformed XN-
unit and deformed CO2 in the complex, respectively.

Further, QTAIM, molecular electrostatic potential (MESP)
and nuclear magnetic resonance (NMR) analyses were
performed for all (XN)(CO2) complexes with the M06-2X/
6-311++G** method.26−29,43,44 The ρ and ∇2ρ features
provided in the QTAIM anlysis are useful for the character-
ization of the intermolecular bonded regions through the
identification of bond paths and bcps, while MESP is useful to
interpret the electron reorganization due to the bond
formation. The MESP at any point r in space, V(r), is
intimately connected with the ρ(r) distribution via eq 3

V r
r R

r
r r

( )
Z ( )d r

A

N
A

A

3

=
| | | | (3)

where ZA is the charge on the nucleus A, which is located at
the position RA, and N is the total number of nuclei in the
molecule.45,46 The Gauge-Independent Atomic Orbital
(GIAO) method is used to derive NMR data.47,48

■ RESULTS AND DISCUSSION
For the (XN)(CO2) complexes studied here, the imino XN
systems are designated as 1−7 and 1′−7′. The 1−7 molecules
contain a CC or NN or CN double bond adjacent to the imino
nitrogen, whereas 1′−7′ are made by changing such a double
bond to a single bond (Figure 1. See also Table S1 for IUPAC
names of the imines). This change in structure assures us that,
in terms of its electron-rich character, the lone pair bearing an
imino nitrogen in the “nonprimed” structures is slightly
different from that in the “primed” structures. Since the
imino N-lone pair is used as the two-electron donor to CO2, an
assessment of the electronic feature of this center is made from
the MESP minimum (Vmin) corresponding to this lone pair
(Figure S1). Compared to XN, the more saturated systems
(XN′) showed a higher negative character for the Vmin,
indicating that XN′ has better interaction ability than XN with
CO2 (Table 1).

Table 1. Vmin Values (in kcal/mol) for All N-Heterocyclic
and N-Rich Acyclic Molecules

notation Vmin

1 & 1′ −67.5 & −71.1
2 & 2′ −70.5 & −71.5
3 & 3′ −58.7 & −63.4
4 & 4′ −66.7 & −66.9
5 & 5′ −55.8 & −57.9
6 & 6′ −54.8 & −68.6
7 & 7′ −63.5 & −69.3
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Two classifications are made for the optimized (XN)(CO2)
complexes (Figure 1), specifically, (i) noncovalent (nc) XN···
CO2 complexes wherein the imino N to CO2 interaction
occurs at a distance from 2.63 to 2.78 Å, which is far greater
than a covalent bond distance, and (ii) covalent (c) XN−CO2
complexes, which are characterized by an imino N-CO2
coordinate covalent bond with N−C distance in the range of
1.55−1.65 Å. Hereafter, the nc or c notation is used along with
the number notation to specify the nature of the complex. The
O···H distance in the range from 2.17 to 2.30 Å observed for
nc complexes suggests very weak interactions, whereas the
similar interaction seen in the c complexes is expected to be
stronger due to shorter O···H distances in the range of 1.70−
1.91 Å (Figure 1). Except 5′, all other primed structures show
the formation of both nc and c complexes, while the
nonprimed structures show only the formation of nc
complexes. This suggests that electron-rich XN′ have the
ability to force a covalent bond formation with the CO2.

The Eb data given in Table 2 suggest that nc complexes of
primed structures lie lower in energy than the c complexes. A

net destabilization of 2.4 kcal/mol is found for both 3′c and
4′c, while the rest show stabilization with respect to infinitely
separate XN or XN′ and CO2. On the free energy scale, due to
loss of entropy, the complex formation appears endergonic for
all, by 1.5−12.4 kcal/mol. Although a strong N−C bond is
formed in the c complexes, it does not guarantee high
stabilization for the complex. The reason for this can be
attributed to the large deformation induced on CO2; ∼38−46°
deviation for the OCO bond angle and significant elongation
of the CO bond distance. Since Edef‑CO2 for the c complexes is
high, in the range from 36.7 to 49.5 kcal/mol (Table 2), the
N−C bond energy has to be higher or close to Edef‑CO2 to attain
net stabilization. The intramolecular NH···OCO interaction
also contributes to the stabilization of the c complexes. In the
case of nc complexes, Edef is at most 0.6 kcal/mol and suggests
that Eb is almost fully accounted by the N···C noncovalent
interaction. Edef‑XN is negligible for nc complexes, while this
quantity for c complexes is ∼14% of the total deformation
energy Edef.

For the primed structures, the noncovalent and covalent
regions of bond formation can be demarcated by identifying a
ts for their interconversion. The transition states ts1′−ts7′ are
located for 1′nc−7′nc conversion to 1′c−7′c. The energy

profile in Figure 2 depicts the conversion of 2′nc to 2′c via
ts2′, and the results for the other systems are given in

Supporting Information (Figure 3 & Table S2). The ts2′
appears as a demarcation point between the noncovalent and
covalent realms of bond formation, which takes place at the
N···C distance of 1.91 Å. Below this distance, covalent
character develops between the N and C atoms.

The QTAIM analysis using the molecular graph in Figure 4,
∇2ρ plots (Figure 5), and QTAIM data (Tables S3 & S4) can
clearly demarcate the bonding territories of (XN)(CO2)
complexes. The molecular graph is characterized by bond
paths for N−C/N···C and NH···OCO interactions. The
covalent N−C bond is established from the high value of
electron density at the bond critical point (ρb) and high
negative values of ∇2ρb, whereas noncovalent complexes show
very small ρb and small positive ∇2ρb values (Figure 4). The
∇2ρ plots for 2′nc, ts2′, and 2′c (Figure 5) give positive,
positive, and negative values, respectively, at the N−C/N···C
bonding region. Hence, as per QTAIM criteria, the transition
state lies in the noncovalent territory, very close to the border
with the covalent territory. The values of local kinetic (Gb),
potential (Vb), and total electron (Hb) energy densities at the
bond critical points are given in Tables S3 for the N−C/N···C
interaction and Table S4 for the NH···OCO interaction. In the
c complexes, |Vb| > 2Gb and negative Hb values confirm the
covalent nature of N−C interactions, while NH···OCO and
N···C interactions (in nc complexes) show |Vb| < Gb and
positive Hb, which confirm their noncovalent nature.49,50

The QTAIM molecular graphs given in Figure 4 and Figure
S2 as well as the identification of ts1′−ts7′ for the
interconversion of 1′nc−7′nc to 1′c−7′c suggest that nc
and the corresponding c complexes differ only in the length of
bonds. They can be regarded as bond stretch isomers (BSIs) as
per the criteria proposed by Hoffmann et al.51,52 An
unambiguous experimental validation of the existence of a
genuine BSI in chemistry53−58 is yet to be furnished,59 while
the present results give a beautiful illustration of this concept
and also ascertain that BSI connects two contrasting bonding
territories.

The MESP plots given in Figure 6 and Figure S3 are useful
to distinguish the nc and c covalent formations in (XN)(CO2)
complexes. For example, the 2nc and 2′nc complexes show the

Table 2. Energy Parameters (kcal/mol) for (XN)(CO2)
Complexes

notation Eb ΔG Edef‑XN Edef‑CO2

1nc −5.6 2.5 0.1 0.4
1′nc, 1′c −6.0, −2.4 1.9, 7.8 0.1, 6.6 0.5, 39.6
2nc −6.0 2.3 0.1 0.4
2′nc, 2′c −6.3, −3.7 1.9, 6.8 0.1, 6.7 0.5, 40.9
3nc −5.4 2.7 0.1 0.3
3′nc, 3′c −5.6, 2.4 2.2, 12.2 0.1, 5.2 0.4, 34.9
4nc −5.3 2.7 0.1 0.4
4′nc, 4′c −5.4, 2.4 2.4, 12.4 0.1, 5.0 0.3, 31.6
5nc −5.1 3.0 0.1 0.3
5′nc −5.1 2.8 0.1 0.3
6nc −6.4, −2.0 1.7 0.1, 8.1 0.3, 41.0
6′nc, 6′c −6.9 1.5, 8.6 0.1 0.5
7nc −5.9, −1.1 2.4 0.2, 6.9 0.4, 39.5
7′nc, 7′c −5.2 3.2, 9.2 0.1 0.5

Figure 2. XN−CO2, XN···CO2, and the ts for their interconversion.
Bond lengths in angstroms and ZPE-corrected relative energy in
kilocalories per mole.
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characteristic electron-deficient C center of CO2 in the MESP
plot as a red strip around the C center. In contrast, the
coordinate covalent N−C bond formed in 2′c leads to an
accumulation of large negative MESP around the O centers of
CO2 (blue region around O centers) as well as large positive

MESP over the imine molecule (red regions). The MESP
analysis suggests that the characteristic electronic features of
both imine and CO2 are nearly unaffected by the nc bond
formation, whereas the chemical nature of both the molecules
drastically changes in the c complex due to the development of

Figure 3. Optimized geometries and ZPE-corrected relative energy (kcal/mol) for the transition states with respect to (XN)(CO2) nc complexes.
Bond distance in angstroms and angles in degrees.

Figure 4. QTAIM molecular graph of 2′nc, ts2′, and 2′c. Values in black and red colors are ρb and ∇2ρb in atomic unit.

Figure 5. Laplacian of the electron density plotted on a plane that passes through the N-CO2 bonded region. Red and blue colors indicate positive
and negative regions, respectively.
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XN+−(CO2)− zwitterion character. Further, the NMR
chemical shift values of the C on (XN)(CO2) complexes
confirm the transformation of CO2 into (CO2)− in the c
complexes (Table S5).

The higher electron-rich character of XN′ over XN (as per
the Vmin data given in Table 1) is previously invoked to explain
the ability of the XN′ to yield a c complex with CO2. The data
in Figure 7 show that XN can also yield a c complex if it comes
under the influence of a hydrogen bond with a solvent
molecule such as acetonitrile. For instance, the hydrogen bond
in CH3CN···1 slightly enhances the negative character of Vmin
at the lone-pair region of imine N-center. Such a small

variation in the electronic feature of 1 promotes the formation
of a covalent bond between 1 and CO2. In other words,
CH3CN···1+−(CO2)− exists as a minimum on the potential
energy surface, while 1+−(CO2)− does not. The formation of
CH3CN···1+−(CO2)− explains a hitherto unknown phenom-
enon in chemical bonding theory�formation of a covalent
bond due to the influence of a noncovalent bond. Formation of
the complex 1c...1 (Figure 8) can also be regarded as an
example for this scenario because 1c does not exist if 1 is
removed from 1c...1.

Further, the binding energy per CO2 (Eb/CO2) for the energy
minimum 1nc, −5.6 kcal/mol, is enhanced to −7.7 kcal/mol

Figure 6. MESP textured on to 0.005 au electron density isosurface in (the color code from blue to red is from −0.05 to 0.05 au).

Figure 7. MESP minimum (kcal/mol) of (a) imine 1, (b) hydrogen-bonded 1 with CH3CN, and (c) covalent complex of 1 with CO2 in the
presence of CH3CN. The distances are in angstroms.

Figure 8. Molecular complexes and clusters of 1 with CO2. Distances in angstroms and angles in degrees.
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for 1c...1, which can be attributed to the NH···OC hydrogen
bond interactions between 1c and 1. Similarly, the higher-
order clusters (1c)2, (1c)4, and (1c)8 (Figure 8) show a steady
improvement in binding energy per CO2 (Eb/CO2) due to the
NH···OC interactions between adjacent 1c pairs (Table 3).

The most stable (1c)8 has Eb/CO2 of −23.7 kcal/mol, and most
importantly, this cluster formation is exergonic by −3.2 kcal/
mol as per the free energy change per CO2 (ΔG/CO2). As the
cluster size increases, a decreasing trend in both N−C bond
distance and OCO angle is observed, which indicates the
increasing covalent character of the N−C bond in higher-order
clusters. The NH···OC interaction leads to the delocalization
of the accumulated negative charge on the deformed CO2 unit,
which in turn improves the donating power of the imine lone
pair (Figure S4) to yield only the covalent complex. These
observations are valid for complexes of all other nonprimed
and primed (XN)(CO2) systems, except 6 and 6′. In all such
octamer clusters, the XN+−(CO2)− units adopt nearly a planar
arrangement (Figure S5). Unlike other systems, 6 and 6′
cannot operate through double NH···OC interactions to
support higher-order clusters. The cooperativity effect is very
high for the octamer cluster, and this can be verified from the
tremendous increase in the magnitude of Eb/CO2 data (Table 4,
Table S6) compared to that of the monomer (XN)(CO2)
complexes.

The interaction of CO2 with guanidine and related
compounds in the process of CO2 capture and conversion
has been investigated during the past two decades. The
compounds 1,5,7-triazabicyclo [4.4.0]dec-5-ene (TBD), 7-
methyl-1,5,7-triazabicyclo[4.4.0]dec-5-ene (MTBD), tetrame-
thylguanidine (TMG), and 1,8-diazabicyclo[5.4.0]undec-7-ene
(DBU) are a few of the important guanidine derivatives widely
studied for CO2 capture.60−62 Hence we also studied the
interaction of the experimentally proven imine systems like

TBD, DBU, and their derivatives with a CO2 molecule (Figure
S10). TBD (8′) and its unsaturated version (8) have given the
nc complex as the minimum-energy structure and the c
complex as a higher-energy isomer (Table S9). In the case of
DBU derivatives, 9′ and its unsaturated version 9 have given
only nc complexes with CO2, while 10 & 10′ have given both
nc and c complexes. Similar to 6 and 6′, a planar arrangement
of the zwitterion units to support higher-order clusters is
difficult for these imine systems due to the possibility of only
one NH···OC interaction between adjacent units. These results
suggest that, in comparison to the molecular systems based on
TBD or DBU, the molecular design patterns similar to the
imines 1−7 and 1′−7′ are more efficient for CO2 adsorption.

The formation of the octamer complex with only non-
covalent interactions is also analyzed for the imine molecule 1.
One of the possible configurations of the octamer cluster is
optimized by selecting a starting structure containing several
N···CO2 noncovalent interactions. This structure after 417
optimization cycles (Figures S6 & S7) converged to a
configuration (1nc)8 with several imine···imine noncovalent
interactions (Figure 9) instead of N···CO2 interactions. This
shows that the imine−imine NH···N hydrogen bond is
stronger than imine···CO2 and CO2...CO2 noncovalent
interactions. The Eb data for the formation of imine cluster
(1)8 (−120.6 kcal/mol) and that of (CO2)8 cluster63 (−25.5
kcal/mol) support this point. Also the Eb value of −170.4 kcal/
mol observed for (1nc)8 indicates that its formation from (1)8
and (CO2)8 is exothermic by 24.3 kcal/mol (Figure 8). The Eb
of (1c)8 is 49.1 kcal/mol higher in magnitude than (1nc)8
suggesting that the additional stabilization of the former is due
to 16 NH···OC intermolecular interactions (between 1c) and
eight NH···OC intramolecular interactions (Figure 9). The
transformation of NH···OC intermolecular interactions to N···
HOC interactions via the proton transfer from N to O is also
modeled for (1c)4. This reaction will generate the cluster of
the carboxylic acid derivative of the N-heterocycle (Figure S9).
Such a cluster is 23.1 kcal/mol less stable than (1c)4. However,
in the case of octamer, all attempts to optimize the acid cluster
have converged to the zwitterionic cluster (1c)8. These results
suggest that the captured CO2 by 1 is preserved in the cluster
with anionic character and that the system resists the
conversion of the CO2 to the acid.

The (1c)8 cluster, a zwitterionic (XN+−(CO2)−)8 system
composed of several inter- and intramolecular NH···OC
interactions, is expected to show large positive cooperativity.
Although (1c)8 is composed of zwitterion units XN+−(CO2)−

(1c*�the geometry of 1c in the cluster), the stable form of
the monomer is the nc complex 1nc. The sum of the difference
between the energy of 1nc and the energy of each unit of
XN+−(CO2)− in (1c)8 can be considered as the deformation
energy (Edef‑oct) associated with the octamer formation. The
Edef‑oct 118.0 kcal/mol suggests that changing the structure
from 1nc to 1c* requires 14.75 kcal/mol energy per monomer.
The NH···OC intramolecular interaction in 1c* is also
accounted here. The conversion of eight 1nc to (1c)8 is
exothermic by −165.6 kcal/mol meaning that the total
stabilizing interaction (ES) in the cluster due to the eight
deformed species 1c* is −283.6 kcal/mol (Figure S8). The
pairwise interaction energy (Ep) between each pair of 1c* in
the octamer is also calculated (Tables S7 & S8), which showed
stabilizing interaction for every pair. The adjacent pairs showed
the highest stabilization of −25.9 kcal/mol due to two NH···
OC interactions, while the rest of the pairs showed Ep in the

Table 3. Energy Parameters (kcal/mol) for Molecular
Complexes and Clusters of 1H-Imidazol-2-amine with CO2

notation Eb ΔG Eb/CO2 ΔG/CO2

1nc −5.6 2.5 −5.6 2.5
1c...1 −7.7 12.3 −7.7 12.3
(1c)2 −11.0 19.9 −5.5 9.9
(1c)4 −77.4 1.7 −19.4 0.4
(1c)8 −189.2 −25.8 −23.7 −3.2

Table 4. Energy Parameters (kcal/mol) for (XN+−(CO2)−)8
Clusters

notation Eb ΔG Eb/CO2 ΔG/CO2

(1c)8 −189.2 −25.8 −23.7 −3.2
(1′c)8 −243.5 −80.0 −30.4 −10.0
(2c)8 −191.4 −29.9 −23.9 −3.7
(2′c)8 −247.0 −82.2 −30.9 −10.3
(3c)8 −136.9 26.6 −17.1 3.3
(3′c)8 −168.6 −6.4 −21.1 −0.8
(4c)8 −188.7 −22.1 −23.6 −2.8
(4′c)8 −191.4 −27.5 −23.9 −3.4
(5c)8 −116.7 47.8 −14.6 6.0
(5′c)8 −165.2 −1.5 −20.7 −0.2
(7c)8 −170.3 −3.3 −21.3 −0.4
(7′c)8 −219.1 −53.9 −27.4 −6.7
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range from −0.5 to −2.2 kcal/mol. The total pairwise
interaction energy ∑Ep is found to be −232.3 kcal/mol,
which is 51.2 kcal/mol less in magnitude compared to ES,
which can be attributed as the positive cooperativity effect
(18%) due to the octamer assembly. Thus it is clear that, in
addition to the pairwise interaction energy or the hydrogen
bonding energy, a substantial degree of cooperativity effect is
involved in the stabilization of the octamer complex.

The negative entropy factor associated with the cluster
formation (assembly of 16 molecular units) is easily overcome
by the thermodynamic stabilization due to high positive
cooperativity in many cases, and the process becomes
exergonic in nature for the octamer complexes except 3c and
5c. Among the different octamer clusters studied, 1′, 2′, and 7′
show the best Eb/CO2, and they are proposed as promising
systems for cooperative CO2 capture and conversion.

■ CONCLUSIONS
This research has shown that the interaction of imine systems
XN with CO2 results in the formation of XN···CO2 complexes
in the noncovalent territory. With a slight improvement in the
electronic density of the imine lone pair, the more saturated
XN′ systems showed N−C bonding interactions in the
covalent territory to yield zwitterionic XN+−(CO2)− com-
plexes. This zwitterionic complex is identified as the bond
stretch isomer of XN···CO2. The bond stretch isomerism
occurs through a ts, which is proposed as the boundary
crossing point for the noncovalent and covalent bond

territories. The zwitterionic (XN+−(CO2)−)n cluster formation
is observed for all types of XN imines, wherein both intra- and
intermolecular NH···OC noncovalent interactions provided
additional stabilization to the cluster. These cooperative
interactions enhance the N−C coordinate covalent bond,
and the cluster is devoid of any N···C noncovalent interactions.
Transforming eight XN···CO2 systems to one covalent octamer
cluster (XN+−(CO2)−)8 led to a fivefold increase in the
binding energy, which is attributed to the large cooperativity
effect associated with N−C covalent and NH···OC non-
covalent interactions, whereas the corresponding noncovalent
cluster (XN···CO2)8 showed significantly lower binding energy
than the covalent cluster. The pairwise interaction energy for
each monomer pair in the covalent cluster is stabilizing in
nature, while the total stabilization of the cluster exceeded the
total pairwise interaction energy by 18% (51.2 kcal/mol),
which is nearly the same as the energy difference between the
noncovalent and covalent octamer clusters. This result proves
that the covalent cluster formation is truly driven by positive
cooperativity. Moreover, many XN systems showed an
exergonic nature for the cluster formation up to octamer.
The favorable energetics and the carboxylate character
developed for CO2 in the zwitterionic clusters suggest that
many XN systems are highly promising molecules for CO2
capture.

Though the noncovalent to covalent boundary crossing
problem is addressed only for the imines and CO2
combinations, one may visualize that many such noncovalent
to covalent bonding territory crossovers may have happened

Figure 9. Octamer clusters of imine 1, CO2, and imine-CO2 systems. The binding energy (Eb) and the energy of formation (Erea) are given (in
kcal/mol).
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during the origin of life when small molecules were reacted to
give larger ones. A noteworthy example is the formation of
CH3CN···1+−(CO2)− complex, which explains a hitherto
unknown phenomenon in chemical bonding theory�for-
mation of a covalent bond due to the influence of a
noncovalent bond. The previous studies on the transformation
of the weak hydrogen or tetrel bonds into strong covalent
bonds also support this crossover trend in chemical bonding.
The transition state (ts) structures identified in this study
stand as the demarcating point for such a crossover from weak
noncovalent to strong covalent bonding territory.
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